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AIR& MISSILE DEFENSEWITH SPATIAL GRASPTECHNOLOGY

Anomauisn. 306pasicena 8UCOKOPIBHE8A MEXHONO02IS, IKA eEeKMUBHO NEePemeopIoc 00BIIbHY PO3NOOLIEH)
cucmemy Ha YHIBEPCATbHY, 2100ANILHO NPOSPAMOBAHY NPOCHOPOSY MAULUHY, CHPOMOJICHY SUPIULy8amu
CKIAOHI 3a0aui Oe3 YeHmpAaIbHUx 3aco0ie ma camogiOHOBIIEAMUCH 8I0 HOUIKOOICEHb V PEAIbHOMY YACI.
Cucmemni  micii  3a0aromvcs  Ha  cneyianvhii  Mosi  Posnodinenux Cyenapiis  (MPC), saxa
IHmepnpemyEmbCsi 8 BUCOKONAPALETbHOMY Ma NOGHICMIO po3nodiienomy pedxcumi. Cmpykmypa mepedice-
6020 inmepnpemamopa 3 MPC i 3annanogane 8UKOPUCMANHSA MEXHONO02TT 051 IHMENEeKMYATbHUX PO3NOOi-
JIeHUX cucmeMm NpomunoGimpanoi ma npomupaxemuoi 000poHU UKIAOEHT pa3om 3 NPUKIA0AMU BUPIUICH-
HS IPAKMUYHUX 3404y Y Yitl ma iHuux oonacmsx.

Knwwuosi cnosa. eucoxopienesa Kepyloua MeEXHONORIA, MO6A DPO3NOOLICHUX CYeHapiis, IHmezposana
NpOMUNOGIMpAHA ma NPOMUpaKemua 0O0poHa.

Annomauusn. Onucana 6biCOKOYPOGHESAsE MEXHON02US, IPPeKMuUsHo npespawarowas ooy pacnpede-
JIEHHYIO CUCEMY 8 YVHUBEPCANbHYIO, 200ANbHO NPOSPAMMUPYEMYIO NPOCMPAHCMBEHHYIO MAWUHY, CHO-
COOHYI0 peulambv CLOJCHbIE 3a0ayu Oe3 YEeHMPATbHBLIX YCHMPOUCME U CaMOB0CCMAHABIUBANbCS OM NO-
spedcoenutl 8 pearbiom epemeru. Cucmemmvle MUCCUU 3A0AIOMCS HA cheyuanviom Hzvike Pacnpedenen-
noix Cyenapues (APC), komopulii unHmenpemupyemcs 8 6blCOKONAPAIIEbHOM U NOJHOCMbIO pacnpede-
nennom pexcume. Cmpykmypa cemegozo unmepnpemamopa ¢ APC u nianupyemoe npumenenue mexHo-
A02UU OJis1 UHMEIeKMY ANbHbIX PACNPEOeNeHHbIX CUCIEM NPOMUBOB030VUHONU U NPOMUBOPAKEMHOU 000-
POHbBL UBNIOJNHCEHBI GMeCHe ¢ NPUMEPAMU PeuleHUst NPAKMUYeCKUX 3a0ay 6 9Motl u Opyaux 00aacmsix.
Kniwouesvie cnosa. 6vicoxoyposHesas ynpasnaiowds mexHonrocus, s136lK pacnpeoeneHHbIX CYyeHapues, uH-
mMe2pupoBanHasi NPOMUBOE030YWHASL U NPOMUBOPAKEMHASL 0OOPOHA.

Abstract. A high-level technology is revealed that can effectively convert any distributed system into a
globally programmable machine capable of operating without central resources and self-recovering from
indiscriminate damages. Integral mission scenarios in Distributed Scenario Language (DSL) can be in-
jected from any point, runtime covering & grasping the whole system or its parts, setting operational in-
frastructures, and orienting local and global behavior in the way needed. Many operational scenarios can
be simultaneously injected into this spatial machine from different points, cooperating or competing over
the shared distributed knowledge as overlapping fields of solutions. Distributed DS interpreter organiza-
tion and benefits of using this technology for integrated air and missile defense are discussed along with
programming examplesin this and other fields.

Keywords:. high-level control technology, distributed scenario language, integrated air & missile defense.

1.Introduction
1.1. Air & Missile Defense as Large Distributed
Systems

Air and missile defense capabilities are grow
globally and at a fast rate 2]. They are sup-
ported by novel technologi¢for detection, track-
ing, interception and destruction of attackings-
siles. These systems are usually distributec
large territories, consist of many interact
ments (from sensors to shooters, see solated
Fig. 1. Some snapshots of air & miss snapshots inig. 1), and are expect to work in
defense syster
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complex conditions to effectively protect natiomald international infrastructures and withst
unpredictable events.

1.2. Traditional Path in System Developmer

Originally a new system or campaign idea (relateait & missile defense incl.) emerges ii
very general, integr form (as shown
symbolically in fg. 2a). Then it is men-

Communication - B
Synchronization K@ QQ tally decomposed into parts, eactb-
| N\ ol |
\

tly detailed, extendend clari-
. sequen :
O=&)=
a)
b)

Control

fied (fig. 2b). Next step is materiala-
@ tion of the clarified parts and theirs-
<> tribution in physical or virtual space

-~

<) ‘*@0 To make these parts work together ¢
Fig. 2. Traditional approach in system design ann-  whole within the original idea, a goc
agement: (apriginal idea; (b) breaking into pieces; deal of their communication, syno-

system formalization, distribution, and implemeisia  nization, and sophisticated comme
and control areusually required (a
shown in fig. 2c).

For a military area, fig2a may correspond to the general idea of winningttebover a
adversary or defemmyg a critical infrastructurejg. 1b additionally clarifies technical and hurr
resources needed for this; arg. 1c depicts how these resources should be argdribgethe
within a workable system (command and control idcig) fulfilling the global objective:

The original idea (fig. & and even its ldcally partitioned stage iff. 2b) usually remain
in the minds of creators and planners only (pogsitdo being verbally or graphically recordec
an informal manner), whereiactual system formalization and implementation bbdgbm the
already partitioned, distributed and interlinkedg&t fig. 2c). So in reality we have mostly t-
tom up, parts-tavhole strategy in actual system design, in hopetheasystem developed wbe
ultimately capable of performing the initially foutated global task (i.eof fig. 2a).

1.3.Existing System Design & Implementation Problen

 Within the philosophy mentioned above it may bdiclift to put the resultant distributeds-
tem with many interacting parts incompliance with the initial idea.

* The resultant system may have side effects, inetudnwanted ones, like unpredictable a-
viors.

» The resultant solution may be predominaistatic i.e. if the initial idea cknges, the whole
sydem may have to be partially or even completelesgghed and reassembils

 Adjusting the already existing mi-component system designed for one idea to an éslbe
new one mayesult in a considerabloss of the systemimtegrity and performan..

1.4.The Alternative Approach Offered

In this paper, we propose formaltion of the initial stage a ofd. 2 (and if needed, stage b) i
way that can be easily updated or even fully chdngith shifting most of stage b € complete-
ly stage c to an automated up to fully automatiplementation (incl. robotization). This cee-
sult in high flexibility, productivity, and serecoverability from damages in conductind-
vanced campaigns, military ones including, whepal@rd global goals as well as environme
can change at runtime.

The developed (prototyped and tested in differentntries) Spatial Grasp Technolo
(SGT) and its underlying Distributed Scenario Laaggel (DSL) with details of their distribut
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implementatio in networked systems are briefed, along with iappbn examples related tos-
tributed air and missile defense (for existing baiblications on this paradigm see als—6]).

2. Grasping Solutions with Spatial Wave

The model described here reflects hi-level, holistic, gestaltike vision and comprehension
distributed systems by human brain in the form arfaflel mental waves coung and grasping
the space [7-9] (fig.&@ rather than traditional collection and interawtiof parts or agents [1

Spatial
Operational
Scenario

Evﬂ"‘ﬁ”"

Start o

£
Ceyy, |
Available Casual Universal Control
c Modules
a) b)

Fig. 3. The waves paradigm: (a) controlled grasjpi
distributed worlds with spatial waves; (b) «evolving
high-level waveike mission scenarios in distribut

on which most of existinsoftware sys-
tems are based.

The original system idea (oig.
28 is represented in an integral
atomistic but at the same time fullyr-
mal way, reflecting how a humanm-
mander mentally observes the sp
where a problem is to be solved. Ti-
tional aomism emerges only durinin-
terpretation of this formally represent
idea (which may be automatic, and o

networked environme when really required). This allows us
get flexible and easily changeable forr
definition of systems and operations in them whbiheitting treditional numerous orizational
details (such as in fig. 2c), thaffectively concentrating on global goals and bébravinsteac

Materialization of this approach is carried out i network of universal intelliger
modules (Uembedded into importe system points, which collectively interpret intdgmission
scenarios expressau the waves formalis (starting from any point and covering the distrézl
system at runtime, as in fi@k). Different scenarios can start from the sameiiberént poins,
and can cooperate or compete in the networked ssaceerlappin fields of solution.

The compact spreading scenarios, which ce created and modified on the fly, bei
much (up to a hundred times) shorter than, sayaua are forming dynamiknowledge infra-
structuresarbitrarily distributed between system componehtsnans, robots, sensorNavi-
gated by same or other scenarios, they can efédgtaupportdistributed databas, advanced
command and controalso provide overasituation awareness aadtonomous decisio.

3. Distributed Scenario Languag:

DSL is quite different from traditional programmirdgnguages. Rather than describing «
processing in a computer memory, as usual, it allos/to directly move through, observe, .
make any actions in fully distributed environme(whether physical rovirtual).

3.1.The Worlds DSL Operates witt

DSL directly operates with:
* Virtual World (VW), which is finite and discretepnsisting of nodes and semantic lir
between them.

» Physical World (PW), an infinite and continuous,en each point can bdentified
with physical coordints (with a certain precisio

* Virtual-Physical World (VPW), being finite and discrete santo VW, but associatin
some or all vitual nodes with PW coordinat

3.2. Main DSL features
Other DSL features can lsemmarized as follow
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» A scenario expressed in it develops as a transhi&ween sets of progress points
props) in the form of parallel wav:

« Starting from a prop, an action may result in onenore new props

» Each prop has a resulting ve (which can be multiple) and resulting state, being of
the four: thru (full success allowing us to procdadher from this point), done (success w
termination of the activity in this point), failggular failure with local termination), and at
(emergency failure, terminating the whole distrézliprocess, associated with other points

« Different actions may evolve independently or idegzendently from the same prc
contributing to (and forming altogether) the reanttset of props

« Actions may also spatially succeed each other, wetlv ones applied in parallel frc
props reached by the preceding acti

« Elementary operations can directly use local oratenvalues of props obtained frc
other actions (the whole scenarios inchg), resulting in value(s) of prop(s) produced bgsit
operations.

These resultant values can be used as operandbdryoperations in an expression or
the next operations in a sequence (the latter eanuitiple, if processes spl

» These valuegan also be directly assigned to local or remotgakkes (for the latte
case, an access to these variables may invokergzenaany complexity

* Any prop can associate with a node in VW or a jpasiin PW, or both (when dealir
with VPW); it canalso refer to both worlds separately and indepethge

* Any number of props can be simultaneously assatiatéh the same points of ti
worlds (physical, virtual, or combine

« Staying with the world points, it is possible toeditly access and ufgte local data in
them.

* Moving in physical, virtual or combined worlds, vitheir possible modification or ev:
creation from scratch, are as routine operationsag arithmetic, logical, or control flow oa-
ditional programming languag

* DSL canalso be used as a universal programming languagégisto C, Java or FR-
TRAN).

3.3.DSL Syntax and Main Constructs

sHasP > phenomenon | rule ({grasp .} ) DSL has recursive syntarepresented on top

phenomenon = constant | variable | special ..

constant = information | matier | combined level as in Ifg 4 (programs arcalled grasps,

variable = heritable | frontal | environmental | reflecting their main semantics as gasf
nodal and integrating distributed resources i

rule = movement | creation | elimination |

goal-driven systems).
The basic construct rule can represent

echoing | fusion | verification |
assignment | advancing | branching |

fransference | timing | granting definition, action or decision, for examp
Fig. 4. DSL recursive syntax and main consti ;i(()e:]e.mentary arithmetic, string or logic ¢a-

* hop in a physical, virtuabr combined spac

* hierarchical fusion and return of (remote) d

« distributed control, both sequential and par:

* a variety of special contexts for navigation inaganfluencing operations and decisic
* type or sense of a value, or its chosen usagejngualitomatic interpretatic

3.4. DSL Spatial Variables
There are different types of variables in D
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« Heritable variables these are starting in a prop and serving all subs#gprops, whicl
canshare them in both read & write operatis

* Frontal variables are an individual and exclusive prop’s propertyt (slwared with ch-
er props), being transferred between the consexptiops, and replicated if from a single prc
number of props emerge.

« Environmental variable— are accessing different elements of physical artdaliwords
when navigatinghem, also a variety of parameters of the intenaald of DSL interprete

* Nodal variables -allow us to attach an individual temporary proy to VW and VPW
nodes, accessed and shared bps associated with these nodes.

These variables, especially when used togeth@walk to create efficient spatial o-
rithms not associated with particular processirgpueces, working in between compnts of
distributed systems rather than in them. Theseri#thgos can also freely move in distribut
processing environment (partially or as a wholkyags preserving integrity and overall conti

DSL also permits the use of traditional operatiosytbols and delimiters, to simplii

and shorten programs, if this proves us
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Fig. 5. Gganization of DSL interpret

cation structure between them.

4. Distributed DSL Interpreter
4.1.Structure of the Interpreter

The DSL interpreter [4] (see ig. 5) has the
following key features:

* It consists of anumber of specia-
lized modulesworking in parallel and In-
dling and sharing specific data structu
supporting persistent virtual worlds anm-
porary hierarchical control mechanisr

* The whole network of the intele-
ters can bemobile and ope, changing at
runtime the number of nodes and comii-

» Copies of the interpreter can be concealed, aading in hostile systems, allowing
to impact the latter overwhelmingly (finding & elinating unwanted infrastructures includir

Track nodes

Evolving waves & rack links ® Echoing & merging states

rontal variables 10 * Collecting .rnl_lmhdah 10
=> / \ 7 \ * * Tracks n:tlmlz;tlon-. ﬁ@
2 /i':‘*' i @ o r.l._?' 8
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Fig. 6. Distributed track system: a) forward (a-
tions; b) backward operations with trac

optimization
sources.

4.2.Distributed Track System

* The heart of the distributed interpreter is
spatial track systemig. 6) with its parts kef
in the Track Forest memory of local intee-
ters; these being logically interlinked w
such parts in other interpreter copies, forn
altogether indivisible space covera

* This enables hierarchical command
control and remote data and code access,"
high integrity of emerging parallel and di-
buted solutions, without any centralizee-

» The dynamically crated track trees spanning théesys in which DSL scenarios evolve .
used for supporting spatiabkables and echoing and merging different typesauitrol state:
and remote data, being sefftonized in the echo process

» They also route further waves to the positionshgsical, virtual or combined spaces reac
by the previous waves, unitilgem with the frontal variables left there by pidiog waves
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T R . 4.3.DSL Interpreter as a Universal Sia-
DSL Scenario \é .'.'.--.-...........“ .......... ; § tlal MaChlne

” : ‘ The (dynamically) networked DSL intee-
=l ters (fig. 7) areeffectively forming paralle
L Ny (..,., . it H H (1] H ”
Y- SE D i spatial machine (“machine” rather th
Operalionalmsct-_marios&their parts '."..'.'n. _:i Computer aS |t Opel’ateS W|th phyS|Ca| ma
o o ", ", too and move partially or as a whole

Control states
Data transfer
Commands
Addresses

physical space), capable of solving
problems in a fully distributed mode, 'h-
out any special cerglresource

Fig. 7. DSL interpretation network as a unive 5. Elementary Programming Examples

parallel spatial machil We will show here elementary examples

solution in DSL of some important problems on dlstred structures in a parallel and fullys-
tributed way, where each node may reside in (av@ate with) edifferent computer. These tas
may well relate to thgeneral orientation of thpaper on air and missile defense (see als¢ 5]).

5.1.Finding Shortest Path in Paralle

The solution for finding shortest path between tvaales (let them be a and en be expressed
by DSL scenario that follows.
frontal(Far, Path);
sequence( .
(hop(‘a’); Distance = 0;
repeat(hop(allllnks?; Far += LINK;

or(Distance == nil, Distance > Far);
Distance = Far; Before = BACK)),

(hop(e): | |
repeatg ath = NAME & Path; hop(Before));
output(Path)))

The result obtained in node a for f
network in fg. 8 will be (a, b, d, e). It has
been found by navigating the network
weighed links in parallel anfully distributed
mode,without any central resourc

Many important problems of optina-

tion and control (from battlefields to ia-

Start1

Parallel
( Shortest Path )
Tree Finding

e 4 equentia .
Shortest path found ; 5f3"2(s'z-;%:itﬁ::"h) structure protection) may be expressed
Fig. 8. Finding shortest path in parz finding shortest paths in _distributed spa
distributed mode SGT, on the example of this taccan serve as

a higher level universal communication |o-
col [11] capable of organizing any communicatiomd @specially if other means fail during
after indiscriminate damages to infrastructt

5.2.Analyzing Distributed Structures

Another importat problems in distributed systems may be findiregakv(or weakest) and stro
(strongest) parts in them, whether these are aiuihilitary organizations (say, battlefields in
latter case), and friendly or of adversaries. & ¢ixamples below we imulate these two pb-
lems on general graphs where any node be with a different computerigt 9).

To find the weakest nodes in a grapke articulation points (seégf 9a), which when remove
split it into disjoint parts, the following prograsuffices (resulting in node
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hopf(allnodes); IDENTITY = NAME;
ark;

m
and((hop(random, alllinks);
repeat(unmarked; mark;

hop(alllinks))),
(ho&&a inks); unmarked),
output(NAME))
- - clguez”” Cliques (or maximum fully connecte
_ _ _ = _ subgraphs of a graph), on the contrary, r
Fig. 9. Solving topological problems: discovering  pe considered as strongest parts of a sys
articulation points; b) finding cliqu They all can be found in parallel by thel-

lowing simple pogram resulting foffig. 9b
in: (&, b, c,d), (c,d,e),(de,f):

hop(allnodes); Fcligue = CONTENT;
repeat(
hop(alllinks); notbelong(CONTENT, Fclique);
and(andparallel(hop(anylink, Fclique)!,
or(BACK > NAME!, Fclique & NAME)));
output(Fclique)

6. Collective Robotics Examples in DS

Installing DSL interpreter into mobile robc

(ground, aerial, surface, underwater, sp

etc., as in Figure 10 for the first two) allo

us to organizeeffective group solution

(incl. any swarming) of complex probler

in distributed physical spaces in a clear

Spatial Operational Scenario concise way, shifting trgditional mare-

Fig. 10. Integration of ground and aerial rok ment routines to automatic leve

in SGT We will consider two levels: oa-

nizing robotic swarms on top. sentic level

where only global task i®rmulated (like inig. 2a, and all internal system organization is f

delegated to the distributed DSL interpreter), alsth expressing some sort of explicit colive

behavior (corresponding tagf 2b and partially fig. 2cwhile the rest of organization fig. 2c
delegated to automation).

6.1. Semantic, Task Level

For this case, a group of mobile robots can beethsk a highest possible level, just telling w
they should do together but without detailhow, and what are the duties of every unit, wt
may not be known in advance. An exemplary t

Go to physical locations of the disaster zone wibrdinates (50.43 30.633), (50.417, 30.49(C
and (50.46730.517). Evaluate damage in each locatfind and transmit the maximum desc-
tion value, together with exact coordinates of ¢beresponding location, to a managemein-
ter.

The DSL program will be as follow

transmit(max(
move((50.433, 30.633),
(50.417, 30.490),
(50.467, 30.517));
evaluate(destruction) & WHERE))
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Details of automatic implementation of this scemdy different and possibly runtime varying
numbers of mobile robots are discussed elsewh@ell.

6.2. Explicit Behavior Level

After embedding DSL interpreters into robotic veéxs; we can also provide any needed detailed
collective behavior of them (at a lower than togktéevel, as before} from loose swarms to a
strictly controlled integral unit obeying extermaitiers. Any mixture of different behaviors within
the same scenario can be easily programmed tooe&sipg different simple scenarios in DSL
and their integration into a more complex combioad may be as follows.

* Swarm movement scenario, starting from any wewafm_move):

hop(allnodes);

Limits = (dx(0,8), dy(-2,5)); Range = 500;
repeat(Shift = random(Limits);
if(empty(hop(Shift, Range), move(Shift)))

* Finding topologically central unit and hoppingtanit, starting from any unit
(find_hop_center):
frontal(Avr)= average(hop(allnodes); WHERE);

hop(min(hop(allnodes);
distance(Avr, WHERE) & ADDRESS) : 2)

« Creating runtime infrastructure, starting frone tentral unit found (infra_build):
stay(repeat(linkup(+infra, first, Depth)))

o Targets collection & distribution & impact, stag from the central unit found (col-
lect_distribute_impact):

loop(nonempty(frontal(Seen) =
repeat(detect(targets), hop(+infra)));
repeat(select_move_shoot(Seen),hop(+infra)))

* Removing previous infrastructures (for subsedyesreating a new one), starting from
any unit (infra_remove):

stay(hop(allnodes); remove(alllinks))

Resultant combined solution (integration previol& [programs named in bold), starting
from any unit:

parallel(
swarm_move,
repeat(find_hop_center;
infra_remove; infra_build;
orparallel(
collect_distribute_impact,

sleep(delay))))

The obtained resultant scenario combines loosent@id-random swarm movement in a
distributed space with periodic finding and updatitopologically central unit, and setting-
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updating runtime hierarchical infrastructure betwé®e units. The latter controls observatior
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distributed territory, collecting potential targe
distributing them back to the vehicles, and t
selecting and impacting potential targets
them irdividually (a related snapshot, say,

aerial vehicles, is shown ifig. 11). More on
this integral scenario can be found in [

7. Air & Missile Defense with SGT

WE will be considering here different scenat
related to distributed integrated iand missile
defense and their expression in D

7.1. Distributed Tracking of Moving Objects

In a vast distributed environment, each ed-
ded (or moving) sensor can usually obsem-
ly a limited part of spageso to keep the who
observation continuous and integral, eao-
ticed mobile object should thanded over be-
tween neighboring sensors during its te-
ment, along with the data «umulated on it (as
in fig. 12).

The following progran starting in all
sensors, catches the objgcees (splitting itsel
if more than one) andollows it wherever it
goes, if not observable from the current p
any more (via the virtual networked spacei-

vating the whole region around in paralleldefine the next tracing move matching the obje

physical move).

frontal(Object, Threshold = visibility);
hop(all_nodes);
split(search_colect(aerial, Threshold));
Object = VALUE;
repeat(

cycle(visibility(Object) > Threshhold);

max_destination(

ho p(all_neighbors); visibility(Object)))

By this mobile intelligence techniques, each disted target (aerial, ground, space, ¢
can always be kept in view individually, in paraNeth other ones, its behavior can gradui
analyzed and accumulateaind optimal (possibly, scarce and scattered) imfswlities aci-

vated, if needed. (More on this task, say, in |)

7.2. Directed Energy Systems

Directed energy systems and weapons (DEW) arepidlyagrowing importance in many are
and especiallyn critical infrastructure protection, at anced battlefields (as shown iig. 13)
and, of course, for advanced air and missile defeas potential capabilities for shooting dc
unwanted aerial and space objects with DEW arermegomparison with her means, both ex-

isting and being developed.
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With hardware equipment operating with the speéybf, traditional manned C2 may becom
bottleneck for these advanced technical capalsijigspecially in crisis events. With the S
technology installedwe may organize any runtime (even on the fly)i@eastructures operatir
automatically, with the “speed of light” too, fitty hardware capabilities and possibly evx-
cluding men from the loop in time critical situati

The following is arexample of set-
ting an automatic runtime C2 in a syst
with direct energy (DE) source, relayr-
ror (RM), and the Target discovered, w
anoperational snapshot shown ig. 13b.

frontal(DE = coordinatesl; RM =
coordintes?;

cm;:.:n\c:"’"" EEEESZ:naI \r"g /’ Target = coordinates3);
Center n
b - RS oo s
D:g: :,m .................. . 0 .7 ‘O\T')i (FtJ]op(D’E); factivate’)) M
- b) o - C)Om . There also exist advanced proje

of global dominance with transference
directed energy, like trBoeing’s Advanced
Eig. 13. DEW on an advanced batt!espace: a)a- Relay Mirror System (ARMS) conce. It
tional plctur_e; b) D_E-Rl\/target runtime qontrol; ( plans to entail a ewtellation of as many ¢
DE delivery via network of relay mirrc two dozen orbiting mirrors that would allc
24/7 coverage of every corner of the globe. Wheivated, this would enable a directed ene
response to critical trouble spots anywh:
' We can use the distributed shortest |
solution shown in section 5.1 for providing
runtime path in a worldwiddistributed dynam-
ic set of relay mirrors (as some of which n
themselves happen to be on the move or o
order)— between DE source and the destina
needed. This will provideptimal directed err-
gy transfer, as shown ingf 13c (see also [16,
17)).
Embedding DSL interpreter into bc
. { DEW facilities and onventional force units (¢
n of DEW with conventior _iN fig. 14), we can effectively integrate rapit
forces developing DEW into the force mix, which m
also include multiple unmanned vehicles, tl
obtaining advanced rapid reaction forces for magtrde applications, air and missile defe
including [17].

7.3.Global Awareness & Parallel Impact of Target:

In fig. 15 (see also [18]), a possible con situation is shown on a supposedly large territ
where global awareness and coordinated actionsbmayucial to withstand it. Having install
DSL interpreter in different units (both manned amsnanned) it will become possible to r-
dinate and maage the global reacn needed.
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Similar to the solutions in Section 6.2 -
explicit robotic swarm behavior, we c
launch global awareness, collection ans-
semination of targets through: the whole
territory and their impact by available di-
buted resources from any component \
the intepreter installed in it, as inig. 15.
The selfnavigating and sereplicating DSL
scenario, allowing us to cover the wholes-
tem at runtime and setp its needed beha-
vior, is extremely simple (can be created

Spatial Operational Scenario
Fig. 15. Distributed targets collection a
disseminatiol

launched ahead or even during the confl

loop(nonempty(frontal(Targets) =
repeat(discover(local), hop(infra)));
repeat(select_attack(Targets), hop(infra)))

No central resources (!including) are needed for this, which may be patéidy vulner-
able in crisisprone and asymmetric situations, especially thetsted to infrastructure prec-
tion, battlefield management, and air & missileethsk

7.4. EuropeRelated Missile Defense Scenari

Let us consider here some scenarios relevant tautrently being discussed European mis
defense plans, widghlvailable [19] and copied iig. 16.

Having extended the:
with advanced capabilities i
DEW (high power lasers) locate
\ in space or on airborne (manr
i‘ge..sors&mapo..sg. " or UAV) platforms (synchronize
" i ‘ with infrared satellite sensors a
also capable of using relay r-
rors, as in fig. 13)we can write
the following very simple DSI
scenario integrating infraresatel-
et lites, DEW facilities, long rang
/ R sensors and upper and lower la

@5
Fopeer 2 'i;;y;;, shooters into a dynamic dii-

Shooter

Space-based
Infra-red

Satellit
2o e C2 Network

Hostile '

Missiles Jé :.m

Ground Stations

T
a)

Sea-based Defence

_ &
e
ngh resolutlon_Radar

c) d) puted system_ capable pf discr-
Fig. 16. Possible European missile defense scanajd:  Ng hostile objects, tracing them
Infraredsatellite system picks up heat signatures of leosts-  different stages of flight, ar
siles launched towards target. 2: Information tnaitted to (re)launching target impact fai-
ground stations for processing. 3: Processed irftiom sent t¢  ties with verificdion of their suc-
C2 network; b) The C2 network relays informatiorsémsol cess or failure, until the targets «

and weapons steams in the region; c) 1: Lo-range sensors  destroyed.
continue to track the missile to help command systelculate  hop(infrared_satellite_se
options for destroying them. 2: Information is camsly sharec  nsors);

among the sensors and weapons systems; d) Comiystech loop(

has the option of shootirdpwn the hostile missiles while nonempty(New = infr a-
the upper or lower layers of the atmosp red(new_targets));
release(
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split(New); frontal(Target) = VALUE;
cycle(
visible(Target); update(Target); hop(DE);
if(try_shoot_verify(Target), done));
hop(long_range_sensors);
cycle(
visible(Target); update(Target);
if(distsance(Target) > threshold,
hop(upper_layer_shooters),
hop(lower_layer_shooters))
if(try_shoot_verify(Target), done))));

The advantages of this program are that it camibi@lly applied to anyavailable system
component, automaticallgreating distributed command and control infragtrees particularly
oriented on the currently discovered targets anthdyc situations. This automatically crea
distributed system organization can also-recover at runtime after indiscriminate damage
any system components mentioned above (due toifiukypreted, mobile, viri-like implemen-
tation of DSL in distributed etworked space:

Any other centralized cdistributed

5) TolestoryRetnementana “Ts scenarios, with different levels of detaili
C) Interceptby Launch ‘
SystemRadar N Space Sensor (like the one of “launch oremote concept”
() Launch System Radar . /' Engagement \\ [1] dEp|Cted In lb. 17) Can aISO be eC'
g cquires ThreatMissile one . . . .
fesures Threstist / X = / N tively described in DSL, as experimer
] Interceptor V| (@) angTrckny programming shows. (The figure sho
Launched Before - / ensors . . . . .
Y Lainensysenmasar |/ N E : transmission of tracking inforation to the
\ (i) etsctionay interceptor’s flight computer and launchi
g@ﬁ <=t | the interceptor earlier and farther -
Launcn system range than the ship’s own radar woul-
(Land-or Sea-based) Remote Sensor
low.)

Fig. 17. Launch on the remote conc

8. Other Missile DefenseRelated Tasks

We will mention here some other known in the pasjgets related to misle defense, which are
currently under theoretical investigation for a gibke use of SGT for their management ai-
mulation (if similar ones happen to emerge in there).

8.1. Brilliant Pebbles

Brilliant Pebbles [20], the top a-missile program othe Reagan and the first Bush admiia-
tions, was an attempt to deploy a 4,-satellite constellation in lovizarth orbit that would fir
high-velocity, watermelosized projectiles at loi-range ballistic missiles launched fromy-

where in the world. Alough the program was eliminated by the Clinton Adstration, the
concept of Brilliant Pebbles remains among the reffsctive means of ballistic missile defen
Massively used distributed projectiles with DSLeiqtreter installed in each of them wd be an
almost ideal test bed for the vi-like distributed implementation of SGT, which cowddsily
form and control goadlirected selorganized distributed swarms effectively attackoogh ind-

vidual and collective (incl. other swarm) targetghout any centralized facilitie

8.2. Multiple Kill Vehicles

The Multiple Kill Vehicle (MKV) [21] was a plannenhissile defense program whose goal we
design, develop, and deploy multiple small kir-energybased warheads that can intercept
destroymultiple ballistic missiles, including possible dgctargets (the project was cancel
same as the previous one, but its possible reinirthe future not excluded too). The MKVn-
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cept provided the capability for more than one kéhicle to be launed from a single booste
With multiple kill vehicles on a single target "did' the probability for a hit on the actual r-
head is enhanced. The capability of the systemtezdept multiple independent targets was
planned to be tested. This, sans the previously mentioned Brilliant Pebbles prgjewould
serve as a perfect test for the technology offeretis paper, especially for organizing collect
behavior of multiple kill vehicles in highly dynamand unpredictable situatio

8.3. Scendos of Possible Nuclear Conflict

To investigate the power and limits of applicatiafishe technology offered, a number of o-
thetic scenarios (far from all possible) of greaterld conflicts have been programmed in C
like those in [22] (copied ind. 18 without further details as may be controirand much fn-
tasized for the current state of internationaltretes, and only dynamics and possible patterr
interactions between different regions of the glaleof interest for this pape

ZRARY

,mr/

A world nuclear war [22
may be the one that involves most
all nuclear powers releasing a la
proportion of their nuclear weapo
at targets in nuclear, and perhi

. a) L b) . _ nontuclear, states. Such a war co
g B =00 e L"=—=="  beinitiated accidentally, aggressiv

*\W \ T e \ : or preemptively and could contint
A€ A A g and spread through these mean:
T N by retaliation by a party attacked

nuclear weapon Such a war could
d) , start through a reaction to terror

c)
f\‘% H // T “”QLTM " attacks, or through the need tco-

7% ”\W \ tect against overwhelming milita

N FE \7% oppostion, or through the use -
) small Dbattlefield tactical nucle:
weapons meant to destroy harde

. €) . R targets.
Fig. 18.Examples of scenarios of possible global nuc The simulation in DSL show

conflicts started by: a) mistake; b) threat; caliation; d) . . I )
nuclear exchange; e) invasion; f) terrot that hlghly organized dlstrlbuteds
tems with global consciousness ¢

will, which can be effectively provided by SGT (with thibole countries behaving as an integ
brain, possibly even unmanned in time critical a&iitons), could believably prevent and av
such conflicts in real time. Thesolutions can seize initiative evafter the start of the confli
and extinguish the developing nuclear madi

9. Other Researched Application
9.1. Emergency Management

Using DSL interpreters installed in massively weégalevices may allow us to assen worka-
ble systems from anyreckage after the disasters, using any reme communication channel
manual including [23] These emergent systems can prc distributed setawareness, collect
statistics of casualties, guide the delivery ofeffigoods, coordinate collective epe from the
disaster zone, as well as cooperate rescue teams.
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9.2. Distributed Avionics

Implanting DSL interpreter copies into main contnoldes of the aircraft may provid higher,
intelligent, layer of its sel&nalysis and serecovery, by thespreading recursi' scenarios start-
ing from any point and collecting & fusing key d&tam other point [24]. The embedded inter-
pretation network with local, dynamic, and emergkmits will be fully functional under an
damages, especially with wirell communications betweethe interpreters. This may alwa
provide global control integrity, even in a physig disintegrating object, saving lives ancm-
pleting missions.

9.3.Sensor Network:

Wireless sensors may be dropj
from the air massively, “smart
dust”. Having . limited communi-
cation range, they must operate
a network to do nonlocal jobs ir
distributed environment. Witlthe

1 Probable source 2 Inferred
" \ Probable source 1  infected nodes
’ eturning

8
First response
Final result nodes Trace intersection counters Primary virus alerts

a) Crisis Management b) Cyber warfare technology offere, we can convert
. o their emergent networks into
: e et universal parallel computer opt-

ing in DSL [%5]. It can effectively
solve comple distributed prob-

Somtroiing,Tocovarng' lemsfrom just collecting and s-
G e ing scattered data to outlining ¢

c) Electronic warfare  d) Military avionics assembling images of the di-
i buted phenomena like, for em-

ple, flooding, smo¢ flocks of

birds, movement of troops, et
analyzingtheir behavior and trik-

ing them as whole.

9.4. Infrastructure Protection

e) Terrorism & piracy figt Navigating the systems at runtin
Fig. 19. Some other SGT applicati the technolog can analyze safety
and integrity of critical infrastruc-

tures and key resources, establishing protectiverartked mechanisn throughout ther [26].
Other systems can be involved from the SGT layeeferger infrastructure protection ane-
covery.For example, in relation to energy infrastructuths,technolog'canhelp observe power
networks from the air or grou, trace electric, gas, or oil supply linegnsing their stateand, if
needed, directly acesing the disast zones), also providingegular or emergent sentry duties
power installations, etc.

9.5.Advanced Command and Contro

In DSL it is possible to define hi¢-level scenarios concentrating on mission goalstap deci-
sion-making while degating C2 routines, appearing at runtime as aalkere ofthe mission and
environment states, to automatic interpretatiois #lso convenient express irDSL any theo-
retical and practical issues of advanced C2 ex|ylicA variety of nontraditional C2 infrastruc-
tures, more flexible and divershad been considered in DSL [27].

Some of the mentioned above SGT and DSL reseamb@ccation areas asell as other
ones are shown ingi. 19, with additional references |-38].
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10. Conclusions

We have described a novel ideology and the supgp@patial Grasp Technology (SGT) for
high-level management of distributed dynamic systénat can be useful for advanced air and
missile defense. SGT, among others, offers theviatlg possibilities:

* Many targets can be simultaneously captured twerdefended area and individually
followed & studied by spreading mobile intelligengepagating in networked space (between
limited range radars).

* SGT can analyze many moving targets in paraliel aooperatively, discovering,
whether this is individual or swarm attack, andgendy orienting the global system response.

e In case of multiple targets and limited physicasources, SGT can globally assess
which targets are most important to shoot.

» Based on full interpretation of flexible missiscenarios (which can re-launch their parts
or the whole) the distributed air & missile defesgstem can remain fully operational after any
indiscriminate damages.

* SGT can operate in both live and simulation modath runtime simulation of evolving
events serving as look-ahead facility for live ecoht

* SGT can take full responsibility for key decissoim most critical situations, excluding,
if needed, humans from the control loop.

The ideology and technology developed can conveyt @istributed system into an
integral dynamic brain which can quickly assess\aitdstand asymmetric situations and threats,
protect critical infrastructures, win local and lggd conflicts, as well as avoid and terminate them
at different stages of their development.
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