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# A LIMIT THEOREM FOR THE NUMBER OF SIGN CHANGES FOR A SEQUENCE OF ONE-DIMENSIONAL DIFFUSIONS 


#### Abstract

The (normalized) number of sign changes for a weakly convergent sequence of onedimensional diffusion processes is considered. The limit theorem for this number is established.


## 1. Introduction

In this paper, we consider a sequence of one-dimensional diffusion processes satisfying SDE's

$$
\begin{equation*}
d X_{n}(t)=a_{n}\left(X_{n}(t)\right) d t+\sigma_{n}\left(X_{n}(t)\right) d W(t), \quad t \in \mathbb{R}^{+}, n \in \mathbb{N} \tag{1}
\end{equation*}
$$

weakly convergent to a diffusion process satisfying SDE

$$
\begin{equation*}
d X(t)=a(X(t)) d t+\sigma(X(t)) d W(t), \quad t \in \mathbb{R}^{+} \tag{2}
\end{equation*}
$$

We take some discretization parameter $\alpha>0$ and consider the processes

$$
\begin{equation*}
\phi_{n}^{t}=n^{-\frac{\alpha}{2}} \sum_{0 \leq k<t n^{\alpha}} \mathbb{I}_{X_{n}\left(k n^{-\alpha}\right) \cdot X_{n}\left((k+1) n^{-\alpha}\right)<0}, \quad t \in \mathbb{R}^{+}, n \in \mathbb{N} \tag{3}
\end{equation*}
$$

We call $\phi_{n}^{t}$ the (normalized) number of sign changes for the diffusion $X_{n}$, corresponding to the time discretization $\left\{k n^{-\alpha}, k \in \mathbb{Z}_{+}\right\}$.

The question under discussion is whether the sequence $\left\{\phi_{n}\right\}$ converges weakly and what is the structure of the limiting process. This question has a long history. In the 1950s, I.I.Gikhman proposed a general method for investigation of the limiting behavior of functionals of such a type, based on the asymptotic study of difference equations for the family of corresponding characteristic functions ([1],[2]). Later on, this method was developed further and used widely by M.I.Portenko and his pupils (see the discussion and overview in [3]). This method appears to be powerful enough to provide the limit theorems for $\left\{\phi_{n}^{\prime}\right\}$ in quite delicate situations where $\sigma_{n}$ converge to $\sigma$ only in a weak $L_{\infty}$-sense (i.e., where $\left\{X_{n}\right\}$ is a sequence of diffusions with oscillating coefficients), see the recent preprint [4].

We investigate the limiting behavior of $\left\{\phi_{n}\right\}$ using another approach introduced in [5]. In [5], the general limiting theorem was proved, being in fact a generalization of the Dynkin's criterion for the $L_{2}$-convergence of W-functionals of a given Markov process in terms of their characterictics (i.e., expectations). In this paper, we show that this theorem can be applied in order to prove the limit theorem for $\left\{\phi_{n}^{\prime}\right\}$ in a situation where $\left\{X_{n}\right\}$ is a sequence of diffusions with oscillating coefficients. Our results differ from those obtained in [4], since we do not suppose, in general, the coefficients of (1) to have the

[^0]form $a_{n}(x)=n^{\alpha} \hat{a}\left(n^{\alpha} x\right), \sigma_{n}(x)=\hat{\sigma}\left(n^{\alpha} x\right)$. On the other hand, some assumptions of [4] are less restrictive than those made in the current paper. For instance, in [4], non-uniform partitions of the time axis are allowed.

## 2. The main Result

We formulate the main statement for processes (1),(2) under supposition that $a_{n} \equiv$ $0, a \equiv 0$. This allows us to simplify notation but does not restrict generality, since one can reduce the general case to the one indicated before, using the following standard trick. If $X_{n}, X$ are given by (1),(2) with non-trivial $a_{n}, a$, then the processes $\tilde{X}_{n}(t)=$ $S_{n}\left(X_{n}(t)\right), \tilde{X}(t)=S(X(t))$ with

$$
S_{n}(x)=\int_{0}^{x} e^{-\int_{0}^{y} \frac{2 a_{n}(z)}{\sigma_{n}^{2}(z)} d z} d y, \quad S(x)=\int_{0}^{x} e^{-\int_{0}^{y} \frac{2 a(z)}{\sigma^{2}(z)} d z} d y, \quad x \in \mathbb{R}
$$

satisfy SDE's with the coefficients $\tilde{a}_{n} \equiv 0, \tilde{a} \equiv 0$ and

$$
\tilde{\sigma}_{n}(x)=S_{n}^{\prime}\left(S_{n}^{-1}(x)\right) \sigma_{n}\left(S^{-1}(x)\right), \quad \tilde{\sigma}(x)=S^{\prime}\left(S^{-1}(x)\right) \sigma\left(S^{-1}(x)\right), \quad x \in \mathbb{R}
$$

respectively. Since the mappings $x \mapsto S_{n}(x)$ preserve the sign, the functionals $\phi_{n}$ given by (3) coincide for the processes $X_{n}$ and $\tilde{X}_{n}$.

Together with the processes $X_{n}, X$, we consider the re-scaled processes

$$
Z_{n}(t)=n^{\frac{\alpha}{2}} X_{n}\left(t n^{-\alpha}\right), \quad Z^{n}(t)=n^{\frac{\alpha}{2}} X\left(t n^{-\alpha}\right), \quad t \in \mathbb{R}^{+}, \quad n \in \mathbb{N}
$$

One can easily see that if

$$
X_{n}(t)=X_{n}(0)+\int_{0}^{t} \sigma_{n}\left(X_{n}(s)\right) d W(s), \quad X(t)=X(0)+\int_{0}^{t} \sigma(X(s)) d W(s), \quad t \in \mathbb{R}^{+}
$$

then

$$
\begin{gathered}
Z_{n}(t)=Z_{n}(0)+\int_{0}^{t} \varrho_{n}\left(Z_{n}(s)\right) d W_{n}(s), \quad Z^{n}(t)=Z^{n}(0)+\int_{0}^{t} \varrho^{n}\left(Z^{n}(s)\right) d W_{n}(s) \\
t \in \mathbb{R}^{+}
\end{gathered}
$$

with $\varrho_{n}(z)=\sigma_{n}\left(n^{-\frac{\alpha}{2}} z\right), \varrho^{n}(z)=\sigma\left(n^{-\frac{\alpha}{2}} z\right), W_{n}(t)=n^{\frac{\alpha}{2}} W\left(t n^{-\alpha}\right)$.
Denote, by $\Sigma$, the class of measurable functions $b: \mathbb{R} \rightarrow \mathbb{R}$ that are globally bounded and separated from 0 on every finite interval. If $\sigma_{n}, \sigma$ belong to $\Sigma$, then Eqs. (1),(2) (with $a_{n} \equiv 0, a \equiv 0$ ) uniquely define Feller Markov processes (see [7], Chapter $6 \S 3$ ). For $R \geq 1$, denote, by $\Sigma_{R}$, the class of functions $b \in \Sigma$ such that $R^{-1} \leq b^{2}(x) \leq R, x \in \mathbb{R}$.

For the process $X$, its local time at the point $x$ is defined via the Tanaka formula:

$$
L_{X}(t, x)=|X(t)-x|-|X(0)-x|-\int_{0}^{t} \operatorname{sign}(X(s)-x) d X(s), \quad t \in \mathbb{R}^{+}
$$

Denote $K_{t}(x, y)=\int_{0}^{t} \frac{1}{\sqrt{2 \pi s}} e^{-\frac{(y-x)^{2}}{2 s}} d s, t \in \mathbb{R}^{+}, x, y \in \mathbb{R}$. Define the weak $L_{\infty^{-}}$ convergence of a sequence $\left\{f_{n}\right\} \subset L_{\infty}(\mathbb{R})$ by the relation

$$
f_{n} \stackrel{w}{\rightarrow} f \stackrel{d f}{\Leftrightarrow} \int_{\mathbb{R}} f_{n}(y) g(y) d y \rightarrow \int_{\mathbb{R}} f(y) g(y) d y, \quad g \in L_{1}(\mathbb{R}) .
$$

The main statement of the paper is given in the following theorem.

Theorem 1. Suppose that the following conditions hold true:
(A) $\sigma \in \Sigma_{R}, \sigma_{n} \in \Sigma_{R}$ for some $R>0$,
(B) Equation (2) possesses the path-wise uniqueness property,
(C) For every $T>0$,

$$
\sup _{x \in \mathbb{R}, t \leq T}\left|\int_{\mathbb{R}}\left[\sigma_{n}^{-2}(y)-\sigma^{-2}(y)\right] K_{t}(x, y) d y\right| \rightarrow 0, \quad n \rightarrow \infty
$$

$$
\begin{equation*}
\sup _{x \in \mathbb{R}, t \leq T} \frac{1}{T}\left|\int_{\mathbb{R}}\left[\varrho_{n}^{-2}(y)-\left(\varrho^{n}\right)^{-2}(y)\right] K_{t}(x, y) d y\right| \rightarrow 0, \quad n, T \rightarrow+\infty \tag{D}
\end{equation*}
$$

(E) There exists $\varrho \in \Sigma$ such that $\varrho_{n}^{-2} \xrightarrow{w} \varrho^{-2}$.

Then the sequence $X_{n}$ converges weakly to the process $X$, and the sequence $\phi_{n}$ converges weakly to the process $\phi=c L_{X}(\cdot, 0)$ w.r.t. topologies of uniform convergence on compacts in $C\left(\mathbb{R}^{+}\right)$and $\mathbb{D}\left(\mathbb{R}^{+}\right)$, respectively. The constant $c$ is equal to

$$
c=\int_{\mathbb{R}} \varrho^{-2}(z) P(Z(1) \cdot z<0 \mid Z(0)=z) d z
$$

with the diffusion process $Z$ defined by SDE

$$
d Z(t)=\varrho(Z(t)) d W(t)
$$

One can interpret the statement of Theorem 1 in the following way. The process $X$ represents the "macroscopic" behavior of the sequence $X_{n}$, while the process $Z$ represents the "microscopic" behavior of the same sequence at the vicinity of the point 0 . The "shape" of the limiting functional $\phi$ is completely defined by the macroscopic behavior of the sequence: up to a some constant, nothing but the local time of $X$ can occur at the limit. But this constant, having a natural interpretation as the "intensity" of $\phi$, depends essentially on the microscopic behavior of the sequence. Examples given in Section 6 below demonstrate that the macro- and microscopic descriptions for the sequence $X_{n}$ may differ essentially.

## 3. Weak convergence of additive functionals of a sequence of Markov chains

Our proof of Theorem 1 is based on the general theorem on the convergence in distribution of a sequence of additive functionals of Markov chains given in [5]. In this section, this theorem is formulated, and the necessary auxiliary notions are introduced.

Suppose the processes $X_{n}(\cdot), X(\cdot)$ to be defined on $\mathbb{R}^{+}$and to take their values in a locally compact metric space $(\mathcal{X}, \rho)$. We say that the process $X$ possesses the Markov property at the time moment $s \in \mathbb{R}^{+}$w.r.t. filtration $\left\{\mathcal{G}_{t}, t \in \mathbb{R}^{+}\right\}$, if $X$ is adapted with this filtration and, for every $k \in \mathbb{N}, t_{1}, \ldots, t_{k}>s$, there exists a probability kernel $\left\{P_{s t_{1} \ldots t_{k}}(x, A), x \in \mathcal{X}, A \in \mathcal{B}\left(\mathcal{X}^{k}\right)\right\}$ such that

$$
E\left[\mathbb{I}_{A}\left(\left(X\left(t_{1}\right), \ldots, X\left(t_{k}\right)\right)\right) \mid \mathcal{G}_{s}\right]=P_{s t_{1} \ldots t_{k}}(X(s), A) \quad \text { a.s., } \quad A \in \mathcal{B}\left(\mathcal{X}^{k}\right)
$$

The measure $P_{s t_{1} \ldots t_{k}}(x, \cdot)$ has a natural interpretation as the conditional finite-dimensional distribution of $X$ at the points $t_{1}, \ldots, t_{k}$ under condition $\{X(s)=x\}$.

Below we suppose the discretization parameter $\alpha>0$ to be fixed and claim the process $X$ to possess the Markov property (w.r.t. its canonical filtration) at every $s \in \mathbb{R}^{+}$, and every process $X_{n}$ to possess this property (w.r.t. its canonical filtration) at the points of the type $i n^{-\alpha}, i \in \mathbb{Z}_{+}$; this means that every process $X_{n}$ is, in fact, a Markov chain with the time scale proportional to $n^{-\alpha}$.

Consider a sequence of non-negative additive functionals $\left\{\phi_{n}^{s, t}, 0 \leq s \leq t\right\}, n \geq 1$ of the processes $X_{n}$ of the form

$$
\begin{equation*}
\phi_{n}^{s, t}=\sum_{k: s \leq k n^{-\alpha}<t} F_{n}\left(X_{n}\left(k n^{-\alpha}\right), \ldots, X_{n}\left((k+L) n^{-\alpha}\right)\right), \quad 0 \leq s \leq t, \tag{4}
\end{equation*}
$$

where $L \in \mathbb{Z}_{+}$and $F_{n}$ are non-negative measurable functions on $\mathcal{X}^{L+1}$. For the functional $\phi_{n}$, its characteristic $f_{n}$ (the analogue of the characteristic of a W-functional) is defined by the formula

$$
\begin{equation*}
f_{n}^{s, t}(x)=E\left[\phi_{n}^{s, t} \mid X_{n}(s)=x\right], \quad s=i n^{-\alpha}, i \in \mathbb{Z}_{+}, t \geq s, x \in \mathcal{X} . \tag{5}
\end{equation*}
$$

The process $X_{n}$ possesses the Markov property w.r.t. its canonical filtration at the time moments $s=i n^{-\alpha}, i \in \mathbb{Z}_{+}$, and functional (4) is a function of the values of $X_{n}$ at the finite family of such time moments. Therefore, the mean value in (5) is well defined as the integral w.r.t. family of the conditional finite-dimensional distributions $\left\{P_{s t_{1} \ldots t_{k}}(x, \cdot), t_{1}, \ldots, t_{k}>s, k \in \mathbb{N}\right\}$ of the process $X_{n}$.

The following result ([5], Theorem 1) is an analogue of the well-known theorem by E.B.Dynkin that describes the convergence of W-functionals in the terms of their characteristics $\left([7]\right.$, Theorem 6.4). Denote $\mathbb{T}=\{(s, t): 0 \leq s \leq t\} \subset \mathbb{R}^{2}$ and define the random broken lines $\psi_{n}$ corresponding to $\phi_{n}$ by

$$
\begin{aligned}
& \psi_{n}^{s, t}=\phi_{n}^{(j-1) n^{-\alpha},(k-1) n^{-\alpha}}+\left(n^{\alpha} s-j+1\right) \phi_{n}^{(j-1) n^{-\alpha}, j n^{-\alpha}}+\left(n^{\alpha} t-k+1\right) \phi_{n}^{(k-1) n^{-\alpha}, k n^{-\alpha}}, \\
& s \in\left[(j-1) n^{-\alpha}, j n^{-\alpha}\right), t \in\left[(k-1) n^{-\alpha}, k n^{-\alpha}\right) .
\end{aligned}
$$

Theorem 2. Let the sequence of the processes $X_{n}$ be given, providing a Markov approximation for the homogeneous Markov process $X$ (see Definition 1 below), and let the sequence $\left\{\phi_{n}\right\}$ be defined by (4). Suppose that the following conditions hold true:

1. The functions $F_{n}(\cdot)$ are non-negative, bounded on $\mathcal{X}^{L+1}$, and uniformly converge to zero:

$$
\delta\left(F_{n}\right)=\sup _{x_{0}, \ldots, x_{L} \in \mathcal{X}} F_{n}\left(x_{0}, \ldots, x_{L}\right) \rightarrow 0, \quad n \rightarrow \infty .
$$

2. There exists a function $f$, that is the characteristic of a certain $W$-functional $\phi$ of the limiting process $X$, such that, for every $T \in \mathbb{R}^{+}$,

$$
\sup _{s=i n-\alpha, t \in(s, T)} \sup _{x \in \mathcal{X}}\left|f_{n}^{s, t}(x)-f^{t-s}(x)\right| \rightarrow 0, \quad n \rightarrow \infty .
$$

3. The limiting function $f$ is continuous w.r.t. variable $x$, locally uniformly w.r.t. time variable, i.e., for every $T \in \mathbb{R}^{+}$,

$$
\sup _{t \leq T}\left|f^{t}(x)-f^{t}(y)\right| \rightarrow 0, \quad\|x-y\| \rightarrow 0 .
$$

Then

$$
\psi_{n} \equiv\left\{\psi_{n}^{s, t},(s, t) \in \mathbb{T}\right\} \Rightarrow \phi \equiv\left\{\phi^{s, t},(s, t) \in \mathbb{T}\right\}
$$

in a sense of weak convergence in $C\left(\mathbb{T}, \mathbb{R}^{+}\right)$.
The notion of Markov approximation introduced in [8] is the key one in Theorem 2. Below we give the slightly modified definition, taking into account that, in the current considerations, the time discretization points have the form $i n^{-\alpha}, i \in \mathbb{Z}_{+}$.

Definition 1. The sequence of the processes $\left\{X_{n}\right\}$ provides the Markov approximation for the Markov process $X$, if for every $\gamma>0, S<+\infty$ there exist a constant $K(\gamma, S) \in \mathbb{N}$ and a sequence of two-component processes $\left\{\hat{Y}_{n}=\left(\hat{X}_{n}, \hat{X}^{n}\right)\right\}$, possibly defined on another probability space, such that
(i) $\hat{X}_{n} \stackrel{d}{=} X_{n}, \hat{X}^{n} \stackrel{d}{=} X$;
(ii) the processes $\hat{Y}_{n}, \hat{X}_{n}, \hat{X}^{n}$ possess the Markov property at the points $i K(\gamma, S) n^{-\alpha}$, $i \in \mathbb{N}$ w.r.t. the filtration $\left\{\hat{\mathcal{F}}_{t}^{n}=\sigma\left(\hat{Y}_{n}(s), s \leq t\right)\right\} ;$
(iii)

$$
\lim \sup _{n \rightarrow+\infty} P\left(\sup _{i \leq \frac{n_{n} \alpha}{K(\gamma, S)}} \rho\left(\hat{X}_{n}\left(i K(\gamma, S) n^{-\alpha}\right), \hat{X}^{n}\left(i K(\gamma, S) n^{-\alpha}\right)\right)>\gamma\right)<\gamma
$$

## 4. Weak convergence and Markov approximation

In this section, we prove that, under conditions of Theorem 1, the processes $X_{n}$ both converge weakly to $X$ and provide the Markov approximation for $X$.

Lemma 1. Under conditions $(A)$ and $(C), X_{n}$ converge to $X$ weakly in $C\left(\mathbb{R}^{+}\right)$.
Proof. Let $\hat{W}$ be a Wiener process. Consider the processes of the type

$$
\hat{X}_{n}(t)=x+\hat{W}\left(\zeta_{n, t}\right), \quad \hat{X}(t)=x+\hat{W}\left(\zeta_{t}\right)
$$

where $\zeta_{n, .}, \zeta$. are inverse functions to the functions $\eta_{n, \cdot}, \eta$. defined by

$$
\eta_{n, t}=\int_{0}^{t} \sigma_{n}^{-2}(x+\hat{W}(s)) d s, \quad \eta_{t}=\int_{0}^{t} \sigma^{-2}(x+\hat{W}(s)) d s
$$

Then $\hat{X}_{n}$ has the same distribution with $X_{n}$, and $\hat{X}$ has the same distribution with $X$. The processes $\eta_{n, .}, \eta$. are W-functionals of the Wiener process with their characteristics equal to

$$
g_{n}^{t}(x)=E_{x} \eta_{n, t}=\int_{\mathbb{R}} K_{t}(x, y) \sigma_{n}^{-2}(y) d y, \quad g^{t}(x)=E_{x} \eta_{t}=\int_{\mathbb{R}} K_{t}(x, y) \sigma^{-2}(y) d y
$$

Thus, condition (C) provides that $g_{n} \rightarrow g$ uniformly on $\mathbb{R} \times[0, T]$. Now, the Dynkin's theorem ([7], Theorem 6.4) provides that, for every $T, \sup _{t \leq T}\left|\eta_{n, t}-\eta_{t}\right| \rightarrow 0, n \rightarrow+\infty$ in probability. Since $0 \leq\left[\frac{d}{d t} \eta_{n, t}\right]^{-1}=\sigma_{n}^{2}(x+\hat{W}(t)) \leq R^{2}$, the convergence in probability $\sup _{t \leq T}\left|\eta_{n, t}-\eta_{t}\right| \rightarrow 0, T>0$ implies the convergence in probability $\sup _{t \leq T}\left|\zeta_{n, t}-\zeta_{t}\right| \rightarrow$ $0, T>0$ and, therefore, the convergence in probability $\sup _{t \leq T}\left|\hat{X}_{n}(t)-\hat{X}(t)\right| \rightarrow 0, T>0$. The lemma is proved.

In order to prove that $X_{n}$ provide the Markov approximation for $X$, we need some auxiliary estimates and constructions. Denote

$$
d_{2}(\xi, \eta)=\left[\inf _{(\hat{\xi}, \hat{\eta}), \hat{\xi} \stackrel{d}{=} \xi, \hat{\eta} \stackrel{d}{=} \eta} E(\hat{\xi}-\hat{\eta})^{2}\right]^{\frac{1}{2}}, \quad \xi, \eta \in L_{2},
$$

which is the Wasserstein-Kantorovich-Rubinshtein distance between the distributions of $\xi$ and $\eta$. Denote, by $X_{n}(t, x), X(t, x), t \in \mathbb{R}^{+}$, the diffusion processes satisfying (1) and (2), respectively, with the initial conditions $X_{n}(0, x)=x, X(0, x)=x$.

Lemma 2. Under conditions (A) and (D), for every $\varepsilon>0$, there exist $T=T_{\varepsilon} \in \mathbb{N}$ and $N=N_{\varepsilon} \in \mathbb{N}$ such that

$$
\begin{equation*}
d_{2}\left(X_{n}\left(T n^{-\alpha}, x\right), X\left(T n^{-\alpha}, x\right)\right) \leq \varepsilon \sqrt{T n^{-\alpha}}, \quad n \geq N, x \in \mathbb{R} \tag{6}
\end{equation*}
$$

Proof. One can easily see that (6) is equivalent to the following estimate for the re-scaled processes $Z_{n}, Z^{n}$ :

$$
d_{2}\left(Z_{n}\left(T, x n^{\frac{\alpha}{2}}\right), Z^{n}\left(T, x n^{\frac{\alpha}{2}}\right)\right) \leq \varepsilon \sqrt{T}, \quad n \geq N, x \in \mathbb{R},
$$

that, in turn, follows from the estimate

$$
\begin{equation*}
\sup _{z \in \mathbb{R}^{d}} d_{2}\left(Z_{n}(T, z), Z^{n}(T, z)\right) \leq \varepsilon \sqrt{T}, \quad n \geq N \tag{7}
\end{equation*}
$$

Let us prove (7). Let $z$ be fixed, and let $\hat{W}$ be a Wiener process. Consider the processes of the type

$$
\begin{equation*}
\hat{Z}_{n}(t, z)=z+\hat{W}\left(\theta_{n, t}\right), \quad \hat{Z}^{n}(t, z)=z+\hat{W}\left(\theta_{t}^{n}\right) \tag{8}
\end{equation*}
$$

where $\theta_{n, .}, \theta^{n}$ are inverse functions to the functions $\vartheta_{n, .}, \vartheta^{n}$ defined by

$$
\vartheta_{n, t}=\int_{0}^{t} \varrho_{n}^{-2}(z+\hat{W}(s)) d s, \quad \vartheta_{t}^{n}=\int_{0}^{t}\left(\varrho^{n}\right)^{-2}(z+\hat{W}(s)) d s
$$

Since $\hat{Z}_{n}(t, z) \stackrel{d}{=} Z_{n}(t, z), \hat{Z}^{n}(t, z) \stackrel{d}{=} Z^{n}(t, z)$ and $\theta_{n, t}, \theta_{t}^{n}$ are a stopping times w.r.t. filtration generated by $\hat{W}$, we have

$$
\begin{aligned}
d_{2}^{2}\left(Z_{n}(T, z), Z^{n}(T, z)\right) & \leq E\left(\hat{Z}_{n}(T, z)-Z^{n}(T, z)\right)^{2} \\
& =E\left(\hat{W}\left(\theta_{n, T}\right)-\hat{W}\left(\theta_{T}^{n}\right)\right)^{2}=E\left|\theta_{n, T}-\theta_{T}^{n}\right|
\end{aligned}
$$

Condition (A) provides that $\left|\theta_{n, T}-\theta_{T}^{n}\right| \leq R \sup _{s \leq T R}\left|\vartheta_{n, s}-\vartheta_{s}^{n}\right|$. The processes $\vartheta_{n, .}, \vartheta^{n}$. are W-functionals of the process $\hat{W}$ with their characteristics $f_{n}, f^{n}$ equal to

$$
f_{n}^{t}(z)=\int_{\mathbb{R}} \varrho_{n}^{2}(y) K_{t}(z, y) d y, \quad f^{n, t}(z)=\int_{\mathbb{R}}\left(\varrho^{n}\right)^{2}(y) K_{t}(z, y) d y
$$

Since $\int_{\mathbb{R}} K_{t}(z, y) d y=t, z \in \mathbb{R}, t \in \mathbb{R}^{+}$,

$$
\left\|f_{n}^{T}\right\| \leq R^{2} T, \quad\left\|f^{n, T}\right\| \leq R^{2} T
$$

by condition (A) (here and below, we denote $\left.\|f\|=\sup _{x \in \mathbb{R}}|f(x)|\right)$. Then Lemma 3 below provides the estimate

$$
\begin{equation*}
E\left(\sup _{s \leq T R}\left|\vartheta_{n, s}-\vartheta_{s}^{n}\right|\right)^{2} \leq 8(\sqrt{2}+\sqrt{3})^{2} T^{2} R^{2} \frac{\sup _{s \leq T R}\left\|f_{n}^{s}-f^{n, s}\right\|}{T} \tag{9}
\end{equation*}
$$

By condition (D), $\frac{1}{T} \sup _{s \leq T R}\left\|f_{n}^{s}-f^{n, s}\right\| \rightarrow 0, n, T \rightarrow+\infty$. This provides inequality (7) for $N, T$ large enough and completes the proof of the lemma.

Estimate (9) in the proof above is provided by the following result, that is a generalization of Lemma 6.5 [7].

Lemma 3. Let $Y$ be a homogeneous Markov process with its phase space $\mathcal{Y}$ being a locally compact metric space. Let $\phi, \psi$ be $W$-functionals of $Y$, and let $f, g$ be their characteristics, respectively. Then

$$
E\left[\sup _{s \leq t}\left(\phi^{0, s}-\psi^{0, s}\right)^{2} \mid Y(0)=y\right] \leq 8(\sqrt{2}+\sqrt{3})^{2}\left(\left\|f^{t}\right\|+\left\|g^{t}\right\|\right) \sup _{s \leq t}\left\|f^{s}-g^{s}\right\|, \quad t \in \mathbb{R}^{+}, y \in \mathcal{Y}
$$

Proof. The proof is based on the idea of the proof of Doob's maximal martingale inequality ([9], Chapter $7, \S 3$ ). Since the functions $\phi^{0, \cdot}, \psi^{0, \cdot}$ are continuous, it is sufficient to prove that, for every $k \in \mathbb{Z}_{+}, m \in \mathbb{N}$,

$$
\begin{aligned}
& E\left[\max _{j \leq k}\left(\phi^{0, j 2^{-m}}-\psi^{0, j 2^{-m}}\right)^{2} \mid Y(0)=y\right] \\
& \leq 8(\sqrt{2}+\sqrt{3})^{2}\left(\left\|f^{k 2^{-m}}\right\|+\left\|g^{k 2^{-m}}\right\|\right) \sup _{s \leq k 2^{-m}}\left\|f^{s}-g^{s}\right\|
\end{aligned}
$$

We suppose $y \in \mathcal{Y}, m \in \mathbb{N}$ to be fixed and omit them in the notation. Denote $M_{k}=$ $\max _{j \leq k}\left(\phi^{0, j 2^{-m}}-\psi^{0, j 2^{-m}}\right), k \in \mathbb{Z}_{+}$. We have that $M_{k} \geq 0$ since $\phi^{0,0}=\psi^{0,0}=0$. For $u>0$, denote $\tau_{u}=\min \left\{k: M_{k} \geq u\right\}$ and write

$$
\begin{gather*}
u P\left(M_{k} \geq u\right)=u P\left(\tau_{u} \leq k\right) \leq E\left(\phi^{0,\left(\tau_{u} \wedge k\right) 2^{-m}}-\psi^{0,\left(\tau_{u} \wedge k\right) 2^{-m}}\right) \mathbf{I}_{\tau_{u} \leq k}= \\
=E\left(\phi^{0, k 2^{-m}}-\psi^{0, k 2^{-m}}\right) \mathbf{I}_{\tau_{u} \leq k}-E\left(\phi^{\left(\tau_{u} \wedge k\right) 2^{-m}, k 2^{-m}}-\psi^{\left(\tau_{u} \wedge k\right) 2^{-m}, k 2^{-m}}\right) \mathbf{I}_{\tau_{u} \leq k} . \tag{10}
\end{gather*}
$$

The sequence $\left\{\left(Y\left(k 2^{-m}\right), \phi^{0, k 2^{-m}}, \psi^{0, k 2^{-m}}\right), k \in \mathbb{Z}_{+}\right\}$is a Markov chain, and therefore it is strongly Markov. Denote, by $\mathbb{G}=\left\{\mathcal{G}_{k}\right\}$, the corresponding filtration and write

$$
\begin{gather*}
-E\left[\left(\phi^{\left(\tau_{u} \wedge k\right) 2^{-m}, k 2^{-m}}-\psi^{\left(\tau_{u} \wedge k\right) 2^{-m}, k 2^{-m}} \mid \mathcal{G}_{\tau_{u} \wedge k}\right]=\right. \\
=g^{\left(k-\tau_{u} \wedge k\right) 2^{-m}}\left(Y\left(\left(\tau_{u} \wedge k\right) 2^{m}\right)\right)-f^{\left(k-\tau_{u} \wedge k\right) 2^{-m}}\left(Y\left(\left(\tau_{u} \wedge k\right) 2^{m}\right)\right) \leq \sup _{j \leq k}\left\|f^{j 2^{-m}}-g^{j 2^{-m}}\right\| \tag{11}
\end{gather*}
$$

(here, we have used the strong Markov property and the fact that $\tau_{u}$ is a stopping time w.r.t. $\mathbb{G}$ ). One can easily verify that $\left\{\tau_{u} \leq k\right\} \in \mathcal{G}_{\tau_{u} \wedge k}$, and thus (11) shows that the second summand on the right-hand side of (10) is estimated by

$$
\max _{j \leq k}\left\|f^{j 2^{-m}}-g^{j 2^{-m}}\right\| P\left(\tau_{u} \leq k\right)=\max _{j \leq k}\left\|f^{j 2^{-m}}-g^{j 2^{-m}}\right\| P\left(M_{k} \geq u\right)
$$

Denote

$$
d=\left(\left\|f^{k 2^{-m}}\right\|+\left\|g^{k 2^{-m}}\right\|\right)^{\frac{1}{2}} \sup _{s \leq k 2^{-m}}\left\|f^{s}-g^{s}\right\|^{\frac{1}{2}}
$$

then $d \geq \max _{j \leq k}\left\|f f^{j 2^{-m}}-g^{j 2^{-m}}\right\|$. Inequalities (10), (11) provide the estimate

$$
(u-d) P\left(M_{k} \geq u\right) \leq E\left(\phi^{0, k 2^{-m}}-\psi^{0, k 2^{-m}}\right) \mathbb{I}_{M_{k} \geq u}, \quad u \geq d
$$

Then

$$
\begin{gathered}
E M_{k}^{2}=2 \int_{0}^{\infty} u P\left(M_{k} \geq u\right) d u \leq 2 \int_{0}^{2 d} u d u+4 \int_{2 d}^{\infty}(u-d) P\left(M_{k} \geq u\right) d u \leq \\
\leq 4 d^{2}+4 E\left|\phi^{0, k 2^{-m}}-\psi^{0, k 2^{-m}}\right| \int_{2 d}^{\infty} \mathbf{I}_{u \leq M_{k}} d u \leq 4 d^{2}+4 E\left|\phi^{0, k 2^{-m}}-\psi^{0, k 2^{-m}}\right| M_{k} \leq \\
\leq 4 d^{2}+4\left[E\left(\phi^{0, k 2^{-m}}-\psi^{0, k 2^{-m}}\right)^{2}\right]^{\frac{1}{2}} \cdot\left[E M_{k}^{2}\right]^{\frac{1}{2}} .
\end{gathered}
$$

By Lemma $6.5[7], E\left(\phi^{0, k 2^{-m}}-\psi^{0, k 2^{-m}}\right)^{2} \leq 2 d^{2}$. Thus, $\varkappa \equiv\left[E M_{k}^{2}\right]^{\frac{1}{2}}$ satisfies the inequality

$$
\varkappa^{2} \leq 4 d^{2}+4 \sqrt{2} d \varkappa
$$

that means that

$$
\begin{equation*}
E M_{k}^{2} \leq 4(\sqrt{2}+\sqrt{3})^{2} d^{2} \tag{12}
\end{equation*}
$$

Completely analogously, one can prove that

$$
\begin{equation*}
E\left[\min _{j \leq k}\left(\phi^{0, j 2^{-m}}-\psi^{0, j 2^{-m}}\right)\right]^{2} \leq 4(\sqrt{2}+\sqrt{3})^{2} d^{2} \tag{13}
\end{equation*}
$$

Since $\max _{j \leq k}\left(\phi^{0, j 2^{-m}}-\psi^{0, j 2^{-m}}\right)^{2} \leq\left[\max _{j \leq k}\left(\phi^{0, j 2^{-m}}-\psi^{0, j 2^{-m}}\right)\right]^{2}+\left[\min _{j \leq k}\left(\phi^{0, j 2^{-m}}-\right.\right.$ $\left.\left.\psi^{0, j 2^{-m}}\right)\right]^{2}$, inequalities (12) and (13) provide the required estimate. The lemma is proved.

Now we are ready to prove the main statement of this section.
Theorem 3. Under conditions of Theorem 1, the sequence $\left\{X_{n}(\cdot, x)\right\}$ provides the Markov approximation for $X(\cdot, x)$.

Proof. For every $\varepsilon>0, n \in \mathbb{N}$, we fix $T=T_{\varepsilon}$ from Lemma 2 and construct iteratively the process $Q^{n}(t)=\left(\hat{X}_{n}(t), \hat{R}_{n}(t), \hat{X}^{n}(t)\right)$ and the sequence $\left(\kappa_{k}, \varsigma_{k}, \chi_{k}\right), k \geq 1$ in the following way. For $t \in\left[0, T n^{-\alpha}\right)$, put

$$
\hat{X}_{n}(t)=n^{-\frac{\alpha}{2}} \hat{Z}_{n}\left(t n^{\alpha}, x n^{\frac{\alpha}{2}}\right), \quad \hat{R}_{n}(t)=\hat{X}^{n}(t)=\hat{Z}^{n}\left(t n^{\alpha}, x n^{\frac{\alpha}{2}}\right),
$$

where $\hat{Z}_{n} \hat{Z}^{n}$ are defined by (9). Put

$$
\kappa_{1}=n^{-\frac{\alpha}{2}} \hat{Z}_{n}\left(n^{\alpha}, x n^{\frac{\alpha}{2}}\right), \quad \varsigma_{1}=\chi_{1}=n^{-\frac{\alpha}{2}} \hat{Z}^{n}\left(n^{\alpha}, x n^{\frac{\alpha}{2}}\right)
$$

Next, suppose that $Q^{n}(t)$ is already defined for $t \in\left[0, m T n^{-\alpha}\right)$, and ( $\left.\kappa_{k}, \varsigma_{k}, \chi_{k}\right)$ is already defined for $k \leq m$. Consider some Wiener process $\widehat{W}_{m}$ independent of the values of the process $Q^{n}(t)$ on $t \in\left[0, m T n^{-\alpha}\right)$ and consider the processes $\hat{Z}_{n, m}(\cdot, z), \hat{Z}_{n}^{m}(\cdot, z), z \in \mathbb{R}$ defined by (9) with $\hat{W}$ replaced by $\hat{W}_{m}$. For $t \in\left[m T n^{-\alpha},(m+1) T n^{-\alpha}\right)$, put

$$
\hat{X}_{n}(t)=n^{-\frac{\alpha}{2}} \hat{Z}_{n, m}\left(t n^{\alpha}-m, \kappa_{m} n^{\frac{\alpha}{2}}\right), \quad \hat{R}_{n}(t)=\hat{Z}_{m}^{n}\left(t n^{\alpha}-m, \kappa_{m} n^{\frac{\alpha}{2}}\right) .
$$

The process $\hat{R}_{n}$ satisfies SDE (2) on $\left[m T n^{-\alpha},(m+1) T n^{-\alpha}\right)$ with a certain Wiener process $\check{W}$. Define the process $\hat{X}^{n}$ on $\left[m T n^{-\alpha},(m+1) T n^{-\alpha}\right)$ as the solution to SDE (2) with the same Wiener process $\breve{W}$ and $\hat{X}^{n}\left(T n^{-\alpha}\right)=\chi_{m}$. Such a definition is correct since (2) has a weak solution, possesses the path-wise uniqueness property, and therefore, by the Yamada-Watanabe theorem, possesses the unique strong solution. At last, put

$$
\begin{gathered}
\kappa_{m+1}=\hat{X}_{n}\left((m+1) T n^{-\alpha}-\right), \quad \varsigma_{m+1}=\hat{R}_{n}\left((m+1) T n^{-\alpha}-\right), \\
\chi_{m+1}=\hat{X}^{n}\left((m+1) T n^{-\alpha}-\right) .
\end{gathered}
$$

Repeating this construction, we obtain the processes $Q^{n}$ which are defined on $\mathbb{R}^{+}$and possess the following properties:
(i) $\hat{X}_{n} \stackrel{d}{=} X_{n}, \hat{X}^{n} \stackrel{d}{=} X$;
(ii) the processes $Q_{n}, \hat{X}_{n}, \hat{X}^{n}$ possess the Markov property at the points $i T_{\varepsilon} n^{-\alpha}, i \in \mathbb{N}$ w.r.t. the filtration $\left\{\mathcal{F}_{t}^{n}=\sigma\left(\hat{Q}_{n}(s), s \leq t\right)\right\}$.

Now we are going to prove that, for every $\gamma>0, S<+\infty$, there exists $\varepsilon>0$ such that

$$
\begin{equation*}
\lim \sup _{n \rightarrow+\infty} P\left(\sup _{i \leq \frac{S_{n} \alpha}{T_{\varepsilon}}}\left|\hat{X}_{n}\left(i T_{\varepsilon} n^{-\alpha}\right)-\hat{X}^{n}\left(i T_{\varepsilon} n^{-\alpha}\right)\right|>\gamma\right)<\gamma . \tag{14}
\end{equation*}
$$

This will mean that conditions (i) - (iii) of Definition 1 hold true with $K(\gamma, S)=T_{\varepsilon}$.
Using the fact that the coefficients $\sigma_{n}, \sigma$ are uniformly bounded, one can verify that, for every $a>0$,

$$
\sup _{n} P\left(w_{S}\left(\hat{X}_{n}, \delta\right)>a\right)+\sup _{n} P\left(w_{S}\left(\hat{X}^{n}, \delta\right)>a\right) \rightarrow 0, \quad \delta \rightarrow 0+,
$$

where $w_{S}(X, \delta) \equiv \sup _{|s-t| \leq \delta, s, t \in[0, S]}|X(t)-X(s)|$ (the proof is standard and omitted). Since $\hat{R}_{n}\left(i T_{\varepsilon} n^{-\alpha}\right)=\hat{X}_{n}\left(i T_{\varepsilon} n^{-\alpha}\right), i \in \mathbb{N}$, this implies that

$$
\begin{equation*}
\sup _{t \leq S}\left|\hat{X}_{n}(t)-\hat{R}_{n}(t)\right| \rightarrow 0, \quad n \rightarrow+\infty \tag{15}
\end{equation*}
$$

in probability. The process $\hat{X}^{n}$ satisfies SDE

$$
\hat{X}^{n}(t)=x+\int_{0}^{t} \sigma\left(\hat{X}^{n}(s)\right) d W^{n}(s), \quad t \in \mathbb{R}^{+}
$$

On the other hand, the process $\hat{R}_{n}$, by construction, satisfies SDE

$$
\hat{R}^{n}(t)=x+\int_{0}^{t} \sigma\left(\hat{R}^{n}(s)\right) d W^{n}(s)+\Delta_{n}(t), \quad t \in \mathbb{R}^{+}
$$

with $\Delta_{n}(t)=\sum_{k \leq t T_{\varepsilon}^{-1} n^{\alpha}}\left(\kappa_{k}-\varsigma_{k}\right)$. By construction, $\Delta_{n}$ is a martingale (here, we make use of the supposition made at the beginning of Section 2 that the coefficients $a_{n}$, a in Eqs. (1),(2) are equal to 0). By Lemma 2, $E\left(\kappa_{k}-\varsigma_{k}\right)^{2} \leq \varepsilon^{2} T n^{-\alpha}, k \geq 1$. Therefore,

$$
\begin{equation*}
E \max _{t \leq S} \Delta_{n}^{2}(t) \leq 2 E \Delta_{n}^{2}(S)=2 \sum_{k \leq S T_{\varepsilon}^{-1} n^{\alpha}}\left(\kappa_{k}-\varsigma_{k}\right)^{2} \leq 2 \varepsilon^{2} S \tag{16}
\end{equation*}
$$

Now suppose that, for every $\varepsilon>0$, (14) fails. This means that there exists some subsequence $\left\{n_{r}\right\}$ such that

$$
\begin{equation*}
P\left(\sup _{i \leq \frac{S n_{r}^{\alpha}}{T_{\varepsilon}}}\left|\hat{X}_{n_{r}}\left(i T_{\varepsilon} n_{r}^{-\alpha}\right)-\hat{X}^{n_{r}}\left(i T_{\varepsilon} n_{r}^{-\alpha}\right)\right|>\gamma\right) \geq \gamma \tag{17}
\end{equation*}
$$

The families $\left\{\hat{X}_{n}\right\},\left\{\hat{X}^{n}\right\}$ are weakly compact in $C\left(\mathbb{R}^{+}\right)$, and therefore one can suppose that the 3 -component processes $\left(\hat{X}_{n_{r}}, \hat{X}^{n_{r}}, W^{n_{r}}\right)$ converge weakly in $C\left(\mathbb{R}^{+}, \mathbb{R}^{3}\right)$ to some process $\left(\hat{X}_{*}, \hat{X}^{*}, W^{*}\right)$. Relation (15) implies that $\left(\hat{X}_{n_{r}}, \hat{X}^{n_{r}}, W^{n_{r}}, \hat{R}_{n_{r}}\right) \Rightarrow$ $\left(\hat{X}_{*}, \hat{X}^{*}, W^{*}, \hat{X}_{*}\right)$ in $C\left(\mathbb{R}^{+}, \mathbb{R}^{3}\right) \times D\left(\mathbb{R}^{+}\right)$with $D\left(\mathbb{R}^{+}\right)$endowed with the topology of uniform convergence on every compact. Then

$$
\begin{aligned}
&\left(\hat{X}_{n_{r}}, \hat{X}^{n_{r}}, W^{n_{r}}, \hat{R}_{n_{r}}, \int_{0} \sigma\left(\hat{R}^{n_{r}}(s)\right) d W^{n_{r}}(s)\right) \\
& \Rightarrow\left(\hat{X}_{*}, \hat{X}^{*}, W^{*}, \hat{X}_{*}, \int_{0} \sigma\left(\hat{X}_{*}(s)\right) d W^{*}(s)\right)
\end{aligned}
$$

in $C\left(\mathbb{R}^{+}, \mathbb{R}^{3}\right) \times D\left(\mathbb{R}^{+}\right) \times C\left(\mathbb{R}^{+}\right)$, and consequently

$$
\begin{aligned}
&\left(\hat{X}_{n_{r}}, \hat{X}^{n_{r}}, W^{n_{r}}, \hat{R}_{n_{r}}, \int_{0} \sigma\left(\hat{R}^{n_{r}}(s)\right) d W^{n_{r}}(s), \Delta_{n_{r}}\right) \\
& \Rightarrow\left(\hat{X}_{*}, \hat{X}^{*}, W^{*}, \hat{X}_{*}, \int_{0} \sigma\left(\hat{X}_{*}(s)\right) d W^{*}(s), \Delta_{*}\right)
\end{aligned}
$$

in $C\left(\mathbb{R}^{+}, \mathbb{R}^{3}\right) \times D\left(\mathbb{R}^{+}\right) \times C\left(\mathbb{R}^{+}\right) \times D\left(\mathbb{R}^{+}\right)$. The statement analogous to this one was given in the proof of the Theorem 1 [6, Chapter 5.3], (see also the discussion after Lemma 2.3 in [10]).

Now we conclude that, for every $\varepsilon>0$, there exists the 4 -component process $H_{*}=$ $\left(\hat{X}_{*}, \hat{X}^{*}, W^{*}, \Delta_{*}\right)$ such that $W^{*}$ is a Wiener process w.r.t. filtration generated by $H_{*}$, the processes $X_{*}, X^{*}$ satisfy the relations

$$
X_{*}(t)=x+\int_{0}^{t} \sigma\left(X_{*}(s)\right) d s+\Delta_{*}(t), \quad X^{*}(t)=x+\int_{0}^{t} \sigma\left(X^{*}(s)\right) d s
$$

and the estimates

$$
\begin{gather*}
E \sup _{s \leq S} \Delta_{*}^{2}(s) \leq 2 \varepsilon^{2} S  \tag{18}\\
P\left(\sup _{s \leq S}\left|X_{*}(s)-X^{*}(s)\right| \geq \gamma\right) \geq \gamma \tag{19}
\end{gather*}
$$

hold true [(18) follows from (16), and (19) follows from (17)]. Once more passing to the limit as $\varepsilon \rightarrow 0+$, we obtain the 3 -component process $\left(X_{\diamond}, X^{\diamond}, W^{\diamond}\right)$ such that both $X_{\diamond}$ and $X^{\diamond}$ satisfy (2) with the same initial condition $x$ and the same Wiener process $W^{\diamond}$, but $X_{\diamond} \not \equiv X^{\diamond}$ due to (19). This contradicts the condition on (2) to possess the path-wise uniqueness property. Consequently, our supposition that (14) fails for every $\varepsilon>0$ is false, and the conditions of Definition 1 hold true with $K(\gamma, S)=T_{\varepsilon}$ with some $\varepsilon>0$. The theorem is proved.

## 5. Proof of Theorem 1

We reduce the proof of Theorem 1 to the verification of the conditions of Theorem 2. The sequence $X_{n}$ provides the Markov approximation for the process $X$ due to Theorem 3. Condition 1 of Theorem 2 holds true since $\delta_{n}=n^{-\frac{\alpha}{2}}$. In this section, we prove that conditions 2 and 3 hold true. Recall that $f_{n}, n \in \mathbb{N}$ denote characteristics for the functionals $\phi_{n}, n \in \mathbb{N}$ (see (5)).

Lemma 4. Denote

$$
L_{Z_{n}}(t, z)=\left|Z_{n}(t)-z\right|-\left|Z_{n}(0)-z\right|-\int_{0}^{t} \operatorname{sign}\left(Z_{n}(s)-z\right) d Z_{n}(s), \quad t \in \mathbb{R}^{+}
$$

Then, for every bounded measurable function $\Phi$ with bounded support,

$$
\begin{equation*}
\int_{0}^{t} \Phi\left(Z_{n}(s)\right) d s=\int_{\mathbb{R}} \Phi(z) L_{Z_{n}}(t, z) \varrho_{n}^{-2}(z) d z \tag{20}
\end{equation*}
$$

Proof. The statement of the lemma is known to hold true for the Wiener process (i.e., for $\varrho_{n} \equiv 1$, see [11], Chapter $3, \S 4$ ). The process $Z_{n}$ can be represented in the form (9), and then $L_{Z_{n}}(t, z)=L_{\hat{W}}\left(\theta_{n, t}, z\right)$, where $\hat{W}, \theta_{n,}$. denote the Wiener process and the time change from this representation (the proof is easy and omitted). Now (20) follows from the analogous equality for $\tilde{\Phi} \equiv \Phi \varrho_{n}^{-2}$ for the Wiener process by changing the variables in the integral w.r.t. $d s$. The lemma is proved.

Lemma 5. Under conditions ( $A$ ), ( $C)-(E)$,

$$
f_{n}^{s, t}(x) \rightarrow c E\left(L_{X}(t-s, 0) \mid X(0)=x\right), \quad n \rightarrow+\infty
$$

uniformly on $\mathbb{R} \times\{0 \leq s \leq t \leq T\}$ for every $T$, with the constant $c$ defined in the formulation of Theorem 1 .

Proof. We have

$$
\begin{aligned}
f_{n}^{s, t}(x) & =n^{-\frac{\alpha}{2}} \sum_{k<(t-s) n^{\alpha}} E\left(\mathbf{I}_{Z_{n}(k) Z(k+1)<0} \left\lvert\, Z_{n}(0)=x n^{\frac{\alpha}{2}}\right.\right) \\
& =n^{-\frac{\alpha}{2}} \sum_{k<t n^{\alpha}} E\left(\Phi_{n}\left(Z_{n}(k)\right) \left\lvert\, Z_{n}(0)=x n^{\frac{\alpha}{2}}\right.\right),
\end{aligned}
$$

where $\Phi_{n}(z)=P\left(Z_{n}(1) \cdot z<0 \mid Z_{n}(0)=z\right)$. Denote, by $G_{n}(t, x, d y)$, the transition probability for the process $Z_{n}$. Due to Theorem 1.2 in [12], there exists a constant $\mu>0$ depending on $R$ only, such that, for every $g$,

$$
\begin{equation*}
\left|\frac{d}{d t} \int_{\mathbb{R}} g(y) G_{n}(t, z, d y)\right| \leq \mu t^{-\frac{3}{2}} \int_{\mathbb{R}} e^{-\frac{\mu(y-z)^{2}}{t}}|g(y)| d y \tag{21}
\end{equation*}
$$

Since the diffusion coefficients for $Z_{n}$ are uniformly bounded, for every $m \geq 1$, there exists a constant $C_{m}$ such that $\Phi_{n}(z) \leq C_{m}(1 \wedge|z|)^{-m}, n \in \mathbb{N}$. This, together with (21), implies that

$$
\sup _{0 \leq s \leq t \leq T, x \in \mathbb{R}}\left|f_{n}^{s, t}(x)-n^{-\frac{\alpha}{2}} \int_{0}^{(t-s) n^{\alpha}} E\left(\Phi_{n}\left(Z_{n}(s)\right) \left\lvert\, Z_{n}(0)=x n^{\frac{\alpha}{2}}\right.\right) d s\right| \rightarrow 0, \quad n \rightarrow+\infty
$$

The function $\Phi_{n}$ does not have a compact support, and Lemma 4 can not be applied to it straightforwardly. But, applying Lemma 4 to the functions $\Phi_{n, A}=\Phi_{n} \mathbf{I}_{[-A, A]}$, using the estimate of $\Phi_{n}$ given before, and then passing to the limit as $A \rightarrow+\infty$, one can obtain the estimate

$$
\begin{aligned}
& n^{-\frac{\alpha}{2}} \int_{0}^{(t-s) n^{\alpha}} E\left(\Phi_{n}\left(Z_{n}(s)\right) \left\lvert\, Z_{n}(0)=x n^{\frac{\alpha}{2}}\right.\right) d s \\
& \quad=n^{-\frac{\alpha}{2}} \int_{\mathbb{R}} \Phi_{n}(z) \varrho_{n}^{-2}(z) E\left(L_{Z_{n}}\left((t-s) n^{\alpha}, z\right) \left\lvert\, Z_{n}(0)=x n^{\frac{\alpha}{2}}\right.\right) d z \\
& \quad=\int_{\mathbb{R}} \Phi_{n}(z) \varrho_{n}^{-2}(z) E\left(\left|X_{n}(t-s, x)-n^{-\frac{\alpha}{2}} z\right|-\left|x-n^{-\frac{\alpha}{2}} z\right|\right) d z
\end{aligned}
$$

The estimates given in the proof of Lemma 1 provide that, for every $A>0$,

$$
\begin{aligned}
\sup _{x \in \mathbb{R},|z| \leq A} \left\lvert\, \Phi_{n}(z) E\left(\left|X_{n}(t-s, x)-n^{-\frac{\alpha}{2}} z\right|\right.\right. & \left.-\left|x-n^{-\frac{\alpha}{2}} z\right|\right)-\Phi(z) E(|X(t, x)|-|x|) \mid \rightarrow 0 \\
n & \rightarrow+\infty
\end{aligned}
$$

with $\Phi(z)=P(Z(1) \cdot z<0 \mid Z(0)=z)$. Then the estimate on $\Phi_{n}$ given before provides that

$$
\begin{aligned}
& \sup _{x \in \mathbb{R}, t-s \leq T} \int_{\mathbb{R}} \varrho_{n}^{-2}(z) \left\lvert\, \Phi_{n}(z) E\left(\left|X_{n}(t-s, x)-n^{-\frac{\alpha}{2}} z\right|-\left|x-n^{-\frac{\alpha}{2}} z\right|\right)\right. \\
&-\Phi(z) E(|X(t, x)|-|x|) \mid d z \rightarrow 0
\end{aligned}
$$

$n \rightarrow+\infty$. Since $\varrho_{n}^{-2}$ are uniformly bounded and converge weakly to $\varrho^{-2}$, this implies that

$$
\begin{aligned}
f_{n}^{s, t}(x) \rightarrow \lim _{N \rightarrow+\infty} \int_{\mathbb{R}} \Phi(z) \varrho_{N}^{-2}(z) d z & \cdot E(|X(t-s, x)|-|x|) \\
= & \int_{\mathbb{R}} \Phi(z) \varrho^{-2}(z) d z \cdot E\left(L_{X}(t-s, 0) \mid X(0)=x\right)
\end{aligned}
$$

$n \rightarrow+\infty$, uniformly for $x \in \mathbb{R}, 0 \leq s \leq t \leq T$. The lemma is proved.
The function $(x, t) \mapsto L_{X}(t, x)$ is continuous in mean square. In order to prove this, one should write $L_{X}(t, z)=L_{W}\left(\theta_{t}, z\right)$ (as in the proof of Lemma 4) and then use the same property for the local time of the Wiener process. Then

$$
L_{X}(t, 0)=L_{2}-\lim _{\varepsilon \rightarrow 0+} \frac{1}{2 \varepsilon} \int_{-\varepsilon}^{\varepsilon} L_{X}(t, x) d x=L_{2}-\lim _{\varepsilon \rightarrow 0+} \frac{1}{2 \varepsilon} \int_{0}^{t} \mathbb{I}_{|X(s)|<\varepsilon} \sigma^{2}(X(s)) d s
$$

and, therefore (see [7] Chapter $6, \S 2,3$ ), the process $\phi^{s, t}=L_{X}(t, 0)-L_{X}(s, 0)$ is a Wfunctional of the process $X$. Hence, condition 2 of Theorem 2 holds true. At last, one can use the arguments from the proof of Lemma 2 in order to prove that $E(X(t, x)-$ $X(t, y))^{2} \rightarrow 0,|x-y| \rightarrow 0$ uniformly for $t \leq T$. Since

$$
\begin{aligned}
& \left|f^{t}(x)-f^{t}(y)\right|=\left|E\left(L_{X}(t, 0) \mid X(0)=x\right)-E\left(L_{X}(t, 0) \mid X(0)=x\right)\right| \\
& \quad \leq|E| X(t, x)|-|X(t, y)|-|x|+|y|| \leq|x-y|+\left(E(X(t, x)-X(t, y))^{2}\right)^{\frac{1}{2}}
\end{aligned}
$$

this provides condition 3 of Theorem 3. Therefore, all conditions of Theorem 3 hold true. Applying this theorem to functionals (3), we obtain the statement of Theorem 1.

## 6. Examples

Example 1. Let $\sigma_{n}(x)=\varrho\left(n^{\alpha} x\right)$, and let the function $\varrho \in \Sigma$ satisfy the condition $R^{-1} \leq \varrho \leq R$. Suppose that

$$
\begin{equation*}
\frac{1}{v-u} \int_{u}^{v} \varrho^{-2}(z) d z \rightarrow \varkappa_{+}, \quad \frac{1}{v-u} \int_{-v}^{-u} \varrho^{-2}(z) d z \rightarrow \varkappa_{-}, \quad u, v \rightarrow+\infty, v-u \rightarrow+\infty \tag{22}
\end{equation*}
$$

and put $\sigma=\sigma_{-} \mathbb{U}_{\mathbb{R}^{-}}+\sigma_{+} \mathbf{I}_{\mathbb{R}^{+}}$with $\sigma_{ \pm}=\varkappa_{ \pm}^{-\frac{1}{2}}$. Then $\varrho_{n}=\varrho, \varrho^{n}=\sigma$ for every $n$, and conditions (C) and (D) are, in fact, equivalent one to another and follow from condition (22) (we omit the detailed exposition here, since analogous estimates are given, in a more delicate situation, in the next example). Condition (E) is trivial. At last, condition (B) holds true by the Nakao theorem [13].

Suppose that $\sigma_{-}+\sigma_{+}=1$ (one can reduce the general case to this one by making the time change $t \mapsto\left(\sigma_{-}+\sigma_{+}\right)^{-\frac{1}{2}} t$ ), and put $q=\sigma_{-}-\sigma_{+}$. Then (see [14]) the process $X$ defined by $\operatorname{SDE}(2)$ is the image of the skew Brownian motion $W^{q}$ with the skewing parameter $q$ under the phase transformation

$$
x \mapsto x \frac{1+q}{2} \mathbb{I}_{\mathbb{R}^{-}}+x \frac{1-q}{2} \mathbb{I}_{\mathbb{R}^{+}} .
$$

Moreover, the local time of $X$ at the point 0 is equal to the local time of $W^{q}$ at the same point. Thus, in the example under consideration, the number of sign changes (3) converges weakly to the local time of the skew Brownian motion $W^{\sigma_{-}-\sigma_{+}}$at the point 0 multiplied by $c=\int_{\mathbb{R}} \varrho^{-2}(z) P\left(X_{1}(1) \cdot z<0 \mid X_{1}(0)=z\right) d z$.

Example 2. Let $\sigma_{n}(x)=\varsigma(x) \exp \cos \left(n^{\alpha} x\right), x \in \mathbb{R}$, with the function $\varsigma \in \Sigma_{R}$ that is uniformly continuous on $\mathbb{R}$. We state that conditions (C) and (D) hold true with $\sigma=C^{-\frac{1}{2}} \cdot \varsigma$, where $C=\frac{1}{2 \pi} \int_{0}^{2 \pi} e^{-2 \cos y} d y$. Let us prove (D); the proof for (C) is analogous and more simple. After the change of variables $\hat{x}=\frac{x}{\sqrt{s}}, \hat{y}=\frac{y}{\sqrt{s}}$, we have

$$
\begin{gathered}
\int_{\mathbb{R}}\left[\varrho_{n}^{-2}(y)-\left(\varrho^{n}\right)^{-2}(y)\right] K_{t}(x, y) d s=\int_{0}^{t} \frac{1}{\sqrt{2 \pi s}} \int_{\mathbb{R}}\left(e^{-2 \cos y}-C\right) \varsigma\left(y n^{-\alpha}\right) e^{-\frac{(y-x)^{2}}{2 s}} d y d s= \\
=\frac{1}{\sqrt{2 \pi}} \int_{0}^{t} \int_{\mathbb{R}}\left(e^{-2 \cos (\hat{y} \sqrt{s})}-C\right) \varsigma\left(\hat{y} n^{-\alpha} \sqrt{s}\right) e^{-\frac{(\hat{y}-\hat{x})^{2}}{2}} d \hat{y} d s
\end{gathered}
$$

Therefore, in order to prove (D), it is enough to show that

$$
\begin{equation*}
\sup _{x} \frac{1}{\sqrt{2 \pi}}\left|\int_{\mathbb{R}}\left(e^{-2 \cos (y \sqrt{t})}-C\right) \varsigma\left(y n^{-\alpha} \sqrt{t}\right) e^{-\frac{(y-x)^{2}}{2}} d y\right| \rightarrow 0, \quad n, t \rightarrow+\infty \tag{23}
\end{equation*}
$$

Denote $w_{\varsigma^{-2}}(z)=\sup _{|x-y| \leq z}\left|\varsigma^{-2}(x)-\varsigma^{-2}(y)\right|$. We have that $w_{\varsigma^{-2}}(z) \rightarrow 0, z \rightarrow 0+$. Let $\varepsilon>0$ be fixed; consider $D, \delta>0$ such that

$$
\int_{-D}^{D} \frac{1}{\sqrt{2 \pi}} e^{-\frac{y^{2}}{2}} d y \geq 1-\varepsilon, \quad \sup _{|x-y| \leq \delta}\left|e^{-\frac{x^{2}}{2}}-e^{-\frac{y^{2}}{2}}\right| \leq \frac{\varepsilon}{2 D+1}
$$

For a given $x \in \mathbb{R}, t \in \mathbb{R}^{+}$, put

$$
k_{-}(x, t)=\max \left\{k \in \mathbb{Z}: \frac{2 \pi k}{\sqrt{t}} \leq x-D\right\}, \quad k_{+}(x, t)=\min \left\{k \in \mathbb{Z}: \frac{2 \pi k}{\sqrt{t}} \geq x+D\right\}
$$

then $k_{+}(x, t)-k_{-}(x, t) \leq 2 D+\frac{4 \pi}{\sqrt{t}}$. Now we have

$$
\begin{aligned}
\left.\frac{1}{\sqrt{2 \pi}} \right\rvert\, & \left|\int_{\mathbb{R}}\left(e^{-2 \cos (y \sqrt{t})}-C\right) \varsigma^{-2}\left(y n^{-\alpha} \sqrt{t}\right) e^{-\frac{(y-x)^{2}}{2}} d y\right| \\
\leq & \varepsilon\left(e^{2}+C\right) \sup _{z \in \mathbb{R}} \varsigma^{-2}(z)+\frac{1}{\sqrt{2 \pi}}\left|\int_{\frac{2 k_{-}(x, t) \pi}{\sqrt{t}}}^{\frac{2 k_{+}(x, t) \pi}{\sqrt{t}}}\left(e^{-2 \cos (y \sqrt{t})}-C\right) \varsigma^{-2}\left(y n^{-\alpha} \sqrt{t}\right) e^{-\frac{(y-x)^{2}}{2}} d y\right| \\
\leq & \varepsilon\left(e^{2}+C\right)\left(\sup _{z \in \mathbb{R}} \varsigma^{-2}(z)+w_{\varsigma^{-2}}\left(\left(D+\frac{2 \pi}{\sqrt{t}}\right) n^{-\alpha}\right)\right. \\
& +\frac{\varsigma^{-2}(x)}{\sqrt{2 \pi}}\left|\int_{\frac{2 k_{-}(x, t) \pi}{\sqrt{t}}}^{\int_{\substack{\sqrt{t}}}^{\sqrt{t}}}\left(e^{-2 \cos (y \sqrt{t})}-C\right) e^{-\frac{(y-x)^{2}}{2}} d y\right| \\
\leq & \varepsilon\left(e^{2}+C\right)\left(\sup _{z \in \mathbb{R}} \varsigma^{-2}(z)+w_{\varsigma^{-2}}\left(\left(D+\frac{2 \pi}{\sqrt{t}}\right) n^{-\alpha}\right)\right. \\
& +\frac{\varsigma^{-2}(x)}{\sqrt{2 \pi}} \sum_{k=k_{-}(x, t)}^{k_{+}(x, t)-1}\left|\int_{\frac{2 k \pi}{\sqrt{t}}}^{\frac{2(k+1) \pi}{\sqrt{t}}}\left(e^{-2 \cos (y \sqrt{t})}-C\right)\left(e^{-\frac{(y-x)^{2}}{2}}-e^{-\frac{\left(\frac{2 k \pi}{\sqrt{t}-x)^{2}}\right.}{2}}\right) d y\right|
\end{aligned}
$$

Here, in the last inequality, we have used the fact that $\int_{\frac{2 k \pi}{\sqrt{t}}}^{\frac{2(k+1) \pi}{\sqrt{t}}}\left(e^{-2 \cos (y \sqrt{t})}-C\right) d y=$ $0, k \in \mathbb{Z}$. If $t$ is such that $\frac{2 \pi}{\sqrt{t}}<\delta$ and $\frac{4 \pi}{\sqrt{t}}<1$, then

$$
\begin{gather*}
\sup _{x} \frac{1}{\sqrt{2 \pi}} \left\lvert\, \int_{\mathbb{R}}\left(e^{-2 \cos (y \sqrt{t})}-C\right) \varsigma\left(\left.y n^{-\alpha \sqrt{t})} e^{-\frac{(y-x)^{2}}{2}} d y \right\rvert\, \leq\right.\right. \\
\leq \varepsilon\left(e^{2}+C\right)\left(1+\frac{1}{\sqrt{2 \pi}}\right)\left(\sup _{z \in \mathbb{R}} \varsigma^{-2}(z)+\varepsilon\left(e^{2}+C\right) w_{\varsigma^{-2}}\left(\left(D+\frac{1}{2}\right) n^{-\alpha}\right)\right) . \tag{24}
\end{gather*}
$$

Now we obtain (23) by passing to the limit in (24) first as $n \rightarrow \infty$ and then as $\varepsilon \rightarrow 0+$.
Condition (E) holds true with $\varrho(x)=\varsigma(0) \exp \cos x$. Condition (A) holds true obviously. At last, condition (B) holds true provided that the SDE

$$
\begin{equation*}
d X(t)=C^{-\frac{1}{2}} \varsigma(X(t)) d W(t) \tag{25}
\end{equation*}
$$

possesses the path-wise uniqueness property. Thus, the number of sign changes (3) converges weakly to the local time of the process $X$, defined by $\operatorname{SDE}(25)$, at the point 0 , multiplied by

$$
\varsigma^{-2}(0) \int_{\mathbb{R}} \exp [-2 \cos z] P(Z(1) \cdot z<0 \mid Z(0)=z) d z
$$

where the process $Z$ is defined by the SDE

$$
d Z(t)=\varsigma(0) e^{\cos Z(t)} d W(t)
$$
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