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The article deals with such an important selection of the elements of electronic scheme of the given configuration, when

the certain requirements of technical task are satisfied and at the same time the selected optimality criteria reach the

extreme value. The gives task has been solved by the method of one-criterion optimization, in particular, the method

of center gravity. To formalize the given scheme we have compiled a mathematical model of optimization, which

considers the requirements of technical task. The optimal design task of the presented electronic scheme was brought

to the task of multi criteria optimization. The computational experiments have been resulted in the Pareto-optimal

solutions, from which there was selected a compromise on that corresponds to the minimum capacity, required by

the scheme. According to the optimal values of resistors, we have conducted a computerized analysis of the transient

process of the given electronic scheme with the help of a computer program Electronics Workbench.

PACS: 519.713: 631.411.6

1. INTRODUCTION

Optimization theory has recently been intensively de-
veloping and, therefore, contributes to the achieve-
ments of computing techniques. The increasing in-
terest in complex (multidimensioanl, non-linear, non-
relational, multi-modal) tasks in engineering practice
of modern technical systems of design and control, re-
quires the need to develop effective methods of opti-
mization, i.e. the need for synthesis of such methods,
which easily, simply, fast and with a small expendi-
ture of computer time provide the solution of extreme
tasks for the purpose of their use in automated design
systems.

The optimal control is more widely used in mod-
ern industry. One of the main practical directions of
solving the optimal control tasks is a development of
numerical methods.

2. THE TASK

It is necessary to find those values of elements of the
electronic scheme configuration (in particular, the E-
governance diagnostic electronic control scheme) in
which the specific requirements of the technical task
are satisfied and the criteria, chosen for optimum,
reach extreme significance. In mathematical terms,
the mentioned task is generally a multi-criterion op-
timization task and it is written as follows:

min{f(x)|gi(x) ≤ 0, i = 1,m;

aj ≤ xj ≤ bj , j = 1, n} ,
(1)

where f (x) =
(
f1 (x) , f2 (x) , ..., fk (x)

)
is a target

vector function, while gi (x) are linear or non-linear

restrictions that define some set Ω of permissible so-
lutions, while aj and bj are the values of optimization
variables characterized by the range of possible mod-
ifications.

In multi-criterion tasks, the best solution of the
possible ones is the subject that is fully responsible
for the decision taken. Generally, a decision-maker is
interested in receiving all the possible minimal val-
ues of (1) the criteria f1 (x) , f2 (x) , ..., fk (x) in the
task as minimal as possible. In this case, the best
(ideal) decision is the one that simultaneously min-
imizes all the above criteria on the set Ω. Unfortu-
nately, similar solutions are not found in ordinary life.
So, as a rule, we are dealing with compromise solu-
tions that are called pareto-optimal solutions [1]. As
there is no apriori information about the admissible
solutions of the set Ω and the convection (conjuga-
tion) of the components of vector-function f(x) in
the multi-criterion optimization (1) task, therefore,
the pareto-optical solution of the task can be deter-
mined by minimizing the following image:

min
x∈Ω

f̃(x) = min
x∈Ω

max
i=1,2,...,k

λifi(x) , (2)

where λi real numbers that satisfy the condition

λi, >0, i = 1, 2, ..., k
k∑

i=1

λi = 1. In this case, the fol-

lowing algorithmic scheme can be used to find one
pareto-optimal solution:

1. The arbitrarily chosen values of λi coefficients,
used to fulfill the condition: λ1 + λ2 + ...+ λk = 1.

2. The values of f(x) vector-function components
are calculated: yi(x) = λifi(x), i = 1, 2, ..., k.
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3.The second component of maximum im-
portance will be chosen among the com-
ponents, computed by the vector-function:
f̃(x) = max

i=1,2,...,k
λifi(x).

4. The following task of a single criterion mini-
mization will be solved:

min
x∈Ω

{
f̃(x)|x ∈ Ω ⊂ Rn

}
. (3)

A method of one criterion optimization, in particu-
lar, the method of gravity centers [2] can be used
to solve the task. The obtained minimum represents
the compromise solution of the multi-criterion opti-
mization task (1). The pareto-optimal solutions of N
quantity is determined by the repetition of N quan-
tity of 10...40 procedures, the best option of which is
chosen by a decision-maker.

The scheme for solution of multi-criterion opti-
mization tasks is used in the optimal design tasks of
non-linear electronic schemes in the case if the latter
is brought to the optimization model (1).

As an example we have used the electronic prin-
ciple scheme of designed object, which is used for a
adress decoder control in memory device (Fig.1) [3].
A mathematical model of optimization has been in-
troduced for the formalization purposes; the model
takes into consideration the following requirements
of the technical task [4]:

1) The scheme should work reliably in a wide
range of temperature:−60◦C ≤ t ≤ +125◦C;

2) The minimum level of input signal (logical ”0”)
should be no more than +0.4 Volts;

3) The maximum level of input signal (logical ”1”)
should be no less than +2.4 Volts;

4) The minimum level of output signal is no more
than +0.4 Volts;

5) The maximum level of output signal is no less
than +2.4 Volts;

6) The average time of output signal delay is not
more than 40 nanoseconds;

7) The capacity required by the scheme in the
static mode is not more than 40 mV.

Fig.1. A adress decoder control scheme in memory device

In order to simplify the mathematical model, let’s
use a linear models of transistor and diode[5] instead
of nonlinear models of active elements, and draw
equivalent schemes that correspond to two static con-
ditions of the given scheme:

- H condition, when a signal (logical ”0”) of the
scheme is lower than the input one (Fig.2);

- B condition, when a signal (logical ”1”) of the
scheme is higher than the input one (Fig.3). Since

this scheme has two conditions, the static power is
defined as the mean arithmetic of conditions and:

P = 0.5(P 0 + P 1) . (4)

The power, consumed in the H condition by the
scheme, is:

P 0 = (J0
1 + J0

2 + J0
3 )E , (5)

Fig.2. H condition when a low signal (logical ”0”) on the introductory scheme is supplied
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Fig.3. B condition when a high signal (logical ”1”) is supplied to the intrusion circuits

where E is a supply voltage, while

J0
1 =

E − UδH1 − Uinput

R1
, (6)

J0
2 =

E − UδH4 − UgH − Jk02R2

R2
, (7)

J0
3 =

E − UKHO4

R6 + rK4
, (8)

where UδH1 and UδH4 are correspondingly T1 and
T4 transistors voltage slips in the mode of intersec-
tion of emitter bases; the strength of the power of
the abscess of Jk02 – T2 transistors in the loop mode;
UKHO4 – input voltage; rK4 – T4 transistor collector’s
impedance.

Putting J0
1 , J

0
2 and J0

3 values in expression (5) we
receive:

P 0 =

(
E − UδH1 − Uinput

R1
+

+
E − UδH4 − UgH − Jk02R2

R2
+

+
E − UKHO4

R6 + rK4

)
E .

(9)

The transistor T4 operates in the saturated mode in
H condition, what can be represented by expression
[6]:

β4Jδ4
JKH4

≥ S , (10)

where the static coefficient Jδ4 of strengthening the
transistor β4 is a base current power in the saturated
mode; JKH4 – the correction current power of the
saturated transistor; S – the coefficient of saturation,
S = 1.2.

Let’s determine Jδ4 and JKH4 of the transistor
T4:

Jδ4 = J2 −
UδH4

R5
=

=
E − UδH4 − UgH − JKO2R2

R2
− UδH4

R5
,

(11)

JKH4 = J3 + J0
Γ2 =

E − UKHO4

R6 + rK4
+ J0

G2 , (12)

where J0
G2 = 8 is the equivalent generator of mil-

liamper current power. By inserting the last data
in the expression (10), we get the condition of T4

transistor saturation:

β4

(
E−UgH−UδH4−JKO2R2

R2
− UδH4

R5

)
E−UKHO4

R6+rk4
+ 8

≥ 1.2 . (13)

Besides the technical requirements, the normal opera-
tion of the loading scheme needs to maintain certain
levels of output voltage. Therefore, the conditions
considering these limitations are as follows:

Uoutput1 = E −
(
J0
G1 + JKO3

)
R4 ≥ 2.4 , (14)

Uoutput2 = UKHO4 +

(
J0
Γ2 +

E − UKHO4

R6 + rK4

)
rK4 ≤ 0.4 ,

(15)

where J0
G1 = 0.4 milliampere.

The power required by the scheme in condition B
can be determined similarly to the expression (5):

P 1 =
(
J1
2 + J1

3 + J1
4

)
E , (16)

J1
2 =

E − UδK1 − UδH2 − UδH3

R1
, (17)

J1
3 =

E − UKHO2 − UδH3

R2 + rK2
, (18)

J1
4 =

E − UKHO3

R4 + rK3
, (19)

where UδK1 is a voltage drop on the base-collector’s
transition of the transistor T1; correspondingly,UδH2

and UδH3 are the voltage drops on the intersection of
emitter bases of the saturated transistor T2 and T3;
rK2 and rK3 – are correspondingly T2 and T3 tran-
sistors’ collector interference.

Putting J1
2 , J

1
3 and J1

4 values in the expression
(16) we obtain:

P 1 =

(
E − UδK1 − UδH2 − UδH3

R1
+

+
E − UKHO2 − UδH3

R2 + rK2
+

+
E − UKHO3

R4 + rK3

)
E .

(20)

111



The transistors T2 and T3 in condition B are sat-
urated, therefore, the conditions of saturation are ex-
pressed as follows:

β2Jδ2
JKH2

≤ 1.2,
β3Jδ3
JKH3

≤ 1.2 . (21)

The equivalent scheme determines:

Jδ2 = JK1 = Jδ1(1 + βi) = J2(1 + βi) =

=
E − UδK1 − UδH2 − UδH3

R1
(1 + βi) ,

(22)

JKH2 = J3 =
E − UKHO2 − UδH3

R2 + rK2
, (23)

Jδ3 = Jδ2 + JKH2 −
UδH3

R3
=

=
E − UδK1 − UδH2 − UδH3

R1
(1 + βi)+

+
E − UKHO2 − UδH3

R2 + rK2
− UδH3

R3
,

(24)

JKH3 =
E − UKHO3

R4 + rK3
+ J1

G1 , (25)

where β′
i is an invertion coefficient of strengthening

the transistor T1, while J1
G1 = 8 milliampere.

The result of inserting the latest data in the ex-
pression (21) is:

β2
E−UδK1−UδH2−UδH3

R1
(1 + βi)

E−UKHO2−UδH3

R2+rK2

≥ 1.2 , (26)

β3

[
E−UδK1−UδH2−UδH3

R1
(1 + βi)+

E−UKHO3

R4+rK3
+ 8

+E−UKHO2−UδH3

R2+rK2
− UδH3

R3

]
E−UKHO3

R4+rK3
+ 8

≥ 1.2 .

(27)

The conditions for maintaining the output signals at
certain levels in B condition are similar to the ex-
presswions (14) and (15):

Uoutput1 = UKHO3 +
(
J1
G1+

+
E − UKHO3

R4 + rK3

)
rK3 ≤ 0.4 ,

(28)

Uoutput2 = E −
(
J1
G2 + JKO4

)
R6 ≥ 2.4 , (29)

where J1
G2 = 0.8 milliampere.

Putting the expressions (9) and (20) in the (4)
one, we receive an analytical expression of the power
consumed by the scheme in static mode:

P = 0.5

(
E − UδH1 − Uinput

R1
+

+
E − UδH4 − UgH − Jk02R2

R2
+

+
E − UKHO4

R6 + rK4
+

+
E − UδK1 − UδH2 − UδH3

R1
+

+
E − UKHO2 − UδH3

R2 + rK2
+

E − UKHO3

R4 + rK3

)
E .

(30)

As it is known, the basic characteristic of nonlin-
ear schemes’ work in impulsive mode is the time of

switching delay, which is defined as the average time
of front and rear fronts of the voltage signal:

tdelay = 0.5 (t1 + t2) . (31)

For the logic schemes the delay time t1 of the lead-
ing front is defined as the difference between those
periods of time when the input and output voltage
signals reach 50% of their maximum level, and the
delay time t2 of the back front is determined as the
difference between the moments of time when the in-
put and output voltage signals are reduced by 50%
of their maximum level.

The analytical calculation of tdelay is associated
with great difficulties, because it requires solving a
higher-order differential equation. Therefore, we used
Taylor’s formula for its calculation:

tdelay ≈ t̄delay +
n∑

i=1

∂tdelay
∂Ri

(
Ri − R̄i

)
, (32)

where t̄delay = tdelay
(
R1 = R̄1, R2 = R̄2, ..., Rn = R̄n

)
,

and R̄1, R̄2, ..., R̄n are any acceptable values of resis-
tors.

Since this scheme has two options and there is
the following approximate equation

∂tdelay
∂Ri

≈ ∆tdelay
∆Ri

so we obtain:

tdelay1 = t̄delay1+

+
6∑

i=1

∆tdelay1
∆Ri

(
Ri − R̄i

)
≤ t̃delay1 ,

(33)

tdelay2 ≈ t̄delay2+

+

6∑
i=1

∆tdelay2
∆Ri

(
Ri − R̄i

)
≤ t̃delay2 ,

(34)

where t̃delay1 and t̃delay2 are the boundary admissible
values of the correspondig parametres.

∆tdelay1

∆Ri
and

∆tdelay2
∆Ri

coefficients are defined on
the basis of the experiment, by use of the electronic
scheme analysis of any computer program. The re-
sults of the experiment are shown in Fig.1.

Putting the obtained results in expressions (31)
and (32) we receive:

tdelay1 = 28.62− 0.2(R2 − 3) + 0.525(R3 − 2)+

+ 3.76(R4 − 2.4) ≤ t̃delay1 ,
(35)

tdelay2 = 36− (R1 − 4) + 3.333(R2 − 3)+

+0.7(R5 − 5) + 5(R6 − 2.4) ≤ t̃delay .
(36)

Independent variables in the above expres-
sions are the passive elements of the scheme:
R1, R2, R3, R4, R5 andR6, which possible change
range of values is limited by schematic concepts:

1.0 kΩ ≤ Ri ≤ 5.0 kΩ, i = 1...6 . (37)

The values of the transistor collective power forces
are limited as well. For example, the maximally ac-
ceptable value of a collector current power capacity
of T2 transistor is 3 milliampere, while T3 and T4

transistors have 15 milliampers.
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Table 1. Experimental results

No R1 R2 R3 R4 R5 R6 ∆tdelay1 ∆tdelay2
∆tdelay1
∆Ri

∆tdelay2
∆Ri

kΩ kΩ kΩ kΩ kΩ kΩ Nsec Nsec
1 4.0 3.0 2.0 2.4 5.0 2.4 28.62 36.0 - -
2 4.8 3.0 2.0 2.4 5.0 2.4 28.62 35.2 0 -1.0
3 4.0 3.6 2.0 2.4 5.0 2.4 28.50 38.0 -0.2 3.333
4 4.0 3.0 2.4 2.4 5.0 2.4 28.83 0 0.525 0
5 4.0 3.0 2.0 2.9 5.0 2.4 30.50 0 3.76 0
6 4.0 3.0 2.0 2.4 6.0 2.4 28.62 36.7 0 0.7
7 4.0 3.0 2.0 2.4 5.0 2.9 28.62 38.5 0 5.0

In order to evaluate the normal functioning of the
scheme in the given temperature, it is necessary to
use the margin test method, according to which the
scheme capability is determined by the worst values
of the input parameters and external conditions.

Taking into account the numerical value of the
electrical-physical parameters of the active elements
and the margin test results, as well as the above ob-
tained correlations, we have identified the following
optimized mathematical model of the designed elec-
tronic scheme:

f1(R1, R2, ..., R6) = P =
19.55

R1
+

12.3

R2 + 0.011
+

+
15.0

R4 + 0.005
+

9.63

R2
+

15.0

R6 + 0.005
,

(38)
f2(R1, R2, ..., R6) = tdelay = 5R6+

+0.7R5 + 3.333R2 −R1 + 14.501 ,
(39)

(R4 + 0.005) [R3(48.3R1 + 23.4R2 + 0.2574)−
R1R3(R2 + 0.011)(8R4 + 4.49)

−R1(14R2 + 0.154)]

R1R3(R2 + 0.011)(8R4 + 4.49)
≥ 12 ,

(40)
7.3R2 + 0.0803

R1
≥ 1.2 , (41)

(R6 + 0.005)(35.4R5 − 14R2)

R2R5(8R6 + 4.49)
≥ 12 , (42)

4.8

R2 + 0.017
≤ 3 , (43)

8R4 + 5.49

R4 + 0.005
≤ 15 , (44)

8R6 + 5.49

R6 + 0.005
≤ 15 , (45)

0.8R4 ≤ 2.1 , (46)

0.8R6 ≤ 2.1 , (47)

0.114R4 + 0.044912

R4 + 0.008
≤ 0.4 , (48)

0.114R6 + 0.044912

R6 + 0.008
≤ 0.4 , (49)

3.76R4 + 0.525R3 − 0.2R2 + 19.146 ≤ 40 , (50)

23.6

R1
+

13.3

R2 + 0.017
+

12.3

R4 + 0.008
+

+
11.7

R2
+

12.3

R6 + 0.008
≤ 40 ,

(51)

0 ≤ |R4 −R6| ≤ 0.01 , (52)

1.0 ≤ Ri ≤ 5.0, i = 1, 6 . (53)

In the inequation system (52), the restriction is im-
posed by R4 and R6 interference to maintain the ap-
proximate equation: R4 ≈ R6.

Thus, the task of optimal design (38)–(53) of the
electronic circuit has been brought to the task of
multi-criterion optimization, and it is as follows: the
values of the resistors R1, R2, R3, R4, R5 and R6 for
which the static capacity (38) and the scheme switch-
ing delay time (39) achieve their minimum value of
inequalities (40)–(53) at the time of scheme satisfac-
tion.

3. RESULTS OF COMPUTATIONAL
EXPERIMENT

The task of multi-criterion optimization (38)–(53)
presented in the article has been developed by
the processed software on the basis of the algo-
rithmic scheme, which uses the method of grav-
ity centers [6] to solve the tasks of a single
criterion optimization. Table 2 represents the
pareto-optical solutions obtained from computa-
tional experiments, among which there was se-
lected that compromise solution, which corresponds
to the minimum capacity required by the scheme:
P ∗ = f1(R) = 23.5106 milliwatts and the scheme
switching minimum time t∗delay = f2(R) = 22.9738
nanoseconds. The values of private criteria are
achieved in the following optimal values of resis-
tors: R∗

1 = 4.82 kΩ, R∗
2 = 2.01 kΩ, R∗

3 = 4.63 kΩ,
R∗

4 = 1.12 kΩ, R∗
5 = 1.44 kΩ, R∗

6 = 1.12 kΩ. Accord-
ing to the optimal values of resistors, the computer
analysis [7] of the transition process of the electronic
scheme was conducted by computer program Elec-
tronics Workbench, the results of which are presented
in Fig.4. Using the algorithms and programs, devel-
oped in the paper, it is possible to solve the complex
tasks of optimal design of electronic devices with the
minimum waste of computer time and the acceptable
accuracy.
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Table 2. Pareto-Optimal solutions received by computational experiment

No f̃(R) f1(R) f2(R) Ri, kΩ
1 10.3078 14.6096 35.0066 R1 = 4.35;R2 = 3.41;R3 = 3.39;R4 = 2.30;R5 = 2.84;R6 = 2.30
2 13.3837 13.4824 38.3939 R1 = 4.70;R2 = 4.28;R3 = 3.48;R4 = 2.32;R5 = 3.83;R6 = 2.33
3 10.1738 13.8741 37.0253 R1 = 4.58;R2 = 3.95;R3 = 2.74;R4 = 2.30;R5 = 3.43;R6 = 2.31
4 19.7741 20.2646 26.6166 R1 = 4.09;R2 = 2.12;R3 = 2.63;R4 = 1.54;R5 = 2.03;R6 = 1.54
5 17.6691 23.5106 22.9738 R1 = 4.82;R2 = 2.01;R3 = 4.63;R4 = 1.12;R5 = 1.44;R6 = 1.12
6 11.0872 16.5291 29.0072 R1 = 4.82;R2 = 2.63;R3 = 4.21;R4 = 1.91;R5 = 1.40;R6 = 1.92
7 21.2501 22.8014 25.9212 R1 = 4.01;R2 = 2.29;R3 = 4.08;R4 = 1.19;R5 = 2.62;R6 = 1.19

Fig.4. Results of computer analysis of the transition process of the scheme discussed. The Figure shows
that the experimental results are satisfactory and they are compatible with the theoretically calculated results
with the acceptable accuracy

4. SUMMARY

The article deals with the practical possibilities of the
use of algorithms developed on the basis of gravity
centers methodology in engineering design systems,
in particular, in the automated system of optimal de-
sign of electronic devices, by solving concrete tasks of
practical significance. Namely, there is represented a
mathematical model of electronic control scheme for
the address decoder used in the computer’s memory
device; the optimal parameters of the scheme passive
elements are defined from the perspective of multi-
criterion optimization and the developed algorithm.
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ÇÀÄÀ×À ÑÒÀÒÈ×ÅÑÊÎÉ ÎÏÒÈÌÈÇÀÖÈÈ ÎÏÒÈÌÀËÜÍÎÃÎ ÄÈÇÀÉÍÀ
ÍÅËÈÍÅÉÍÎÉ ÝËÅÊÒÐÎÍÍÎÉ ÑÕÅÌÛ

Äèäìàíèäçå Èáðàèì, Äîíàäçå Ìèõåèë

Ðàññìàòðèâàåòñÿ òàêîé âàæíûé âûáîð ýëåìåíòîâ ýëåêòðîííîé ñõåìû äàííîé êîíôèãóðàöèè, êîãäà âû-
ïîëíÿþòñÿ îïðåäåëåííûå òðåáîâàíèÿ òåõíè÷åñêîé çàäà÷è, è â òî æå âðåìÿ âûáðàííûå êðèòåðèè îïòè-
ìàëüíîñòè äîñòèãàþò ýêñòðåìàëüíîãî çíà÷åíèÿ. Çàäà÷à ðåøåíà ìåòîäîì îäíîêðèòåðèàëüíîé îïòèìè-
çàöèè, â ÷àñòíîñòè, ìåòîäîì öåíòðà òÿæåñòè. Äëÿ ôîðìàëèçàöèè äàííîé ñõåìû ìû ñîñòàâèëè ìàòå-
ìàòè÷åñêóþ ìîäåëü îïòèìèçàöèè, â êîòîðîé ðàññìàòðèâàþòñÿ òðåáîâàíèÿ òåõíè÷åñêîé çàäà÷è. Çàäà÷à
îïòèìàëüíîãî äèçàéíà äàííîé ýëåêòðîííîé ñõåìû áûëà ïðåäñòàâëåíà â âèäå çàäà÷è ìíîãîêðèòåðèàëü-
íîé îïòèìèçàöèè. Âû÷èñëèòåëüíûå ýêñïåðèìåíòû áûëè ïðîâåäåíû â Ïàðåòî-îïòèìàëüíûõ ðåøåíèÿõ,
èç êîòîðûõ áûë âûáðàí êîìïðîìèññ, êîòîðûé ñîîòâåòñòâóåò ìèíèìàëüíîé åìêîñòè, òðåáóåìîé ñõåìîé.
Â ñîîòâåòñòâèè ñ îïòèìàëüíûìè çíà÷åíèÿìè ðåçèñòîðîâ ìû ïðîâåëè êîìïüþòåðèçèðîâàííûé àíàëèç
ïåðåõîäíîãî ïðîöåññà äàííîé ýëåêòðîííîé ñõåìû ñ ïîìîùüþ êîìïüþòåðíîé ïðîãðàììû Electronics
Workbench.

ÇÀÂÄÀÍÍß ÑÒÀÒÈ×ÍÎ� ÎÏÒÈÌIÇÀÖI� ÎÏÒÈÌÀËÜÍÎÃÎ ÄÈÇÀÉÍÓ
ÍÅËIÍIÉÍÎ� ÅËÅÊÒÐÎÍÍÎ� ÑÕÅÌÈ

Äiäìàíiäçå Iáðà¨ì, Äîíàäçå Ìiõå¨ë

Ðîçãëÿäà¹òüñÿ òàêèé âàæëèâèé âèáið åëåìåíòiâ åëåêòðîííî¨ ñõåìè çàäàíî¨ êîíôiãóðàöi¨, êîëè âèêî-
íóþòüñÿ ïåâíi âèìîãè òåõíi÷íîãî çàâäàííÿ, i â òîé æå ÷àñ âèáðàíi êðèòåði¨ îïòèìàëüíîñòi äîñÿãàþòü
êðàéíüîãî çíà÷åííÿ. Çàâäàííÿ áóëî âèðiøåíî ìåòîäîì îäíîêðèòåðiàëüíî¨ îïòèìiçàöi¨, çîêðåìà, ìåòî-
äîì öåíòðà òÿæiííÿ. Äëÿ ôîðìàëiçàöi¨ äàíî¨ ñõåìè ìè ñêëàëè ìàòåìàòè÷íó ìîäåëü îïòèìiçàöi¨, ÿêà
ðîçãëÿäà¹ âèìîãè òåõíi÷íîãî çàâäàííÿ. Çàäà÷ó îïòèìàëüíîãî äèçàéíó ïðåäñòàâëåíî¨ åëåêòðîííî¨ ñõå-
ìè áóëî çâåäåíî äî çàäà÷i áàãàòîêðèòåðiàëüíî¨ îïòèìiçàöi¨. Îá÷èñëþâàëüíi åêñïåðèìåíòè áóëè îòðè-
ìàíi â Ïàðåòî-îïòèìàëüíèõ ðiøåííÿõ, ç ÿêèõ áóâ îáðàíèé êîìïðîìiñ, ùî âiäïîâiäà¹ ìiíiìàëüíié ¹ì-
íîñòi, íåîáõiäíié çà ñõåìîþ. Çãiäíî ç îïòèìàëüíèìè çíà÷åííÿìè ðåçèñòîðiâ ìè ïðîâåëè êîìï'þòåðíèé
àíàëiç ïåðåõiäíîãî ïðîöåñó äàíî¨ åëåêòðîííî¨ ñõåìè çà äîïîìîãîþ êîìï'þòåðíî¨ ïðîãðàìè Electronics
Workbench.
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