THE STATIC OPTIMIZATION TASK OF OPTIMAL DESIGN
OF NONLINEAR ELECTRONIC SCHEME

Didmanidze Ibraim; Donadze Mikheil

Batumi Shota Rustaveli State University, Batumi, Georgia
(Received March 19, 2018)

The article deals with such an important selection of the elements of electronic scheme of the given configuration, when
the certain requirements of technical task are satisfied and at the same time the selected optimality criteria reach the
extreme value. The gives task has been solved by the method of one-criterion optimization, in particular, the method
of center gravity. To formalize the given scheme we have compiled a mathematical model of optimization, which
considers the requirements of technical task. The optimal design task of the presented electronic scheme was brought
to the task of multi criteria optimization. The computational experiments have been resulted in the Pareto-optimal
solutions, from which there was selected a compromise on that corresponds to the minimum capacity, required by

the scheme. According to the optimal values of resistors, we have conducted a computerized analysis of the transient

process of the given electronic scheme with the help of a computer program Electronics Workbench.

PACS: 519.713: 631.411.6

1. INTRODUCTION

Optimization theory has recently been intensively de-
veloping and, therefore, contributes to the achieve-
ments of computing techniques. The increasing in-
terest in complex (multidimensioanl, non-linear, non-
relational, multi-modal) tasks in engineering practice
of modern technical systems of design and control, re-
quires the need to develop effective methods of opti-
mization, i.e. the need for synthesis of such methods,
which easily, simply, fast and with a small expendi-
ture of computer time provide the solution of extreme
tasks for the purpose of their use in automated design
systems.

The optimal control is more widely used in mod-
ern industry. One of the main practical directions of
solving the optimal control tasks is a development of
numerical methods.

2. THE TASK

It is necessary to find those values of elements of the
electronic scheme configuration (in particular, the E-
governance diagnostic electronic control scheme) in
which the specific requirements of the technical task
are satisfied and the criteria, chosen for optimum,
reach extreme significance. In mathematical terms,
the mentioned task is generally a multi-criterion op-
timization task and it is written as follows:

min{ f(z)|gi(z) < 0,i =1, m;
aj S Zj S b]a] = 1an}a

where f(z) = (f1(2),f2(2),..., fr (¥)) is a target

vector function, while g; (z) are linear or non-linear

(1)

restrictions that define some set €2 of permissible so-
lutions, while a; and b; are the values of optimization
variables characterized by the range of possible mod-
ifications.

In multi-criterion tasks, the best solution of the
possible ones is the subject that is fully responsible
for the decision taken. Generally, a decision-maker is
interested in receiving all the possible minimal val-
ues of (1) the criteria fi (x), fa(z),..., fx (x) in the
task as minimal as possible. In this case, the best
(ideal) decision is the one that simultaneously min-
imizes all the above criteria on the set 2. Unfortu-
nately, similar solutions are not found in ordinary life.
So, as a rule, we are dealing with compromise solu-
tions that are called pareto-optimal solutions [1]. As
there is no apriori information about the admissible
solutions of the set ) and the convection (conjuga-
tion) of the components of vector-function f(z) in
the multi-criterion optimization (1) task, therefore,
the pareto-optical solution of the task can be deter-
mined by minimizing the following image:

min f(z) =

i
min min _max X iJi(x),

zeQ i=1,2

(2)

where \; real numbers that satisfy the condition

Ai,>0,i=1,2,....k Z A; = 1. In this case, the fol-

lowing algorithmic bcheme can be used to find one
pareto-optimal solution:
1. The arbitrarily chosen values of A; coefficients,
used to fulfill the condition: Ay + Ay + ... + A\, = 1.
2. The values of f(z) vector-function components
are calculated: y;(z) = A\ fi(z),i=1,2,..., k.
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3.The second component of maximum im-
portance will be chosen among the com-
ponents,  computed by the vector-function:
flx) = ,_max k)\ifi(x).

4. The following task of a single criterion mini-
mization will be solved:
min{f(:z:)|xEQCR”} . (3)
zeQ
A method of one criterion optimization, in particu-
lar, the method of gravity centers [2] can be used
to solve the task. The obtained minimum represents
the compromise solution of the multi-criterion opti-
mization task (1). The pareto-optimal solutions of N
quantity is determined by the repetition of N quan-
tity of 10...40 procedures, the best option of which is
chosen by a decision-maker.

The scheme for solution of multi-criterion opti-
mization tasks is used in the optimal design tasks of
non-linear electronic schemes in the case if the latter
is brought to the optimization model (1).

As an example we have used the electronic prin-
ciple scheme of designed object, which is used for a
adress decoder control in memory device (Fig.1) [3].
A mathematical model of optimization has been in-
troduced for the formalization purposes; the model
takes into consideration the following requirements
of the technical task [4]:

1) The scheme should work reliably in a wide
range of temperature:—60°C < t < +125°C;

2) The minimum level of input signal (logical ”0”)
should be no more than 4+0.4 Volts;

3) The maximum level of input signal (logical ”1”)
should be no less than +2.4 Volts;

4) The minimum level of output signal is no more
than +0.4 Volts;

5) The maximum level of output signal is no less
than +2.4 Volts;

6) The average time of output signal delay is not
more than 40 nanoseconds;

7) The capacity required by the scheme in the
static mode is not more than 40 mV.
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Input

Rs

[H Ry Rs X

Output 2

Z X
2

Output 1

[QR)

Fig.1. A adress decoder control scheme in memory device

In order to simplify the mathematical model, let’s
use a linear models of transistor and diode[5] instead
of nonlinear models of active elements, and draw
equivalent schemes that correspond to two static con-
ditions of the given scheme:

- H condition, when a signal (logical ”0”) of the
scheme is lower than the input one (Fig.2);

- B condition, when a signal (logical ”1”) of the
scheme is higher than the input one (Fig.3). Since

this scheme has two conditions, the static power is
defined as the mean arithmetic of conditions and:

P=05P"+P. (4)

The power, consumed in the H condition by the
scheme, is:

PO = (]} +J3 + I)E, (5)
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Fig.2. H condition when a low signal (logical ”0”) on the introductory scheme is supplied
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Fig.3. B condition when a high signal (logical ”17) is supplied to the intrusion circuits

where FE is a supply voltage, while

JO _ E—Usg1 — Uinput
1 — Rl ’

(6)

E —Uspa — Uy — Jro2Ra

Jy =
Ry ’

(7)

JO = E —Uxknos ’ (8)
Rs + x4
where Usp1 and Uspy are correspondingly 77 and
Ty transistors voltage slips in the mode of intersec-
tion of emitter bases; the strength of the power of
the abscess of Jyg2 — T transistors in the loop mode;
Uk o4 — input voltage; r x4 — Ty transistor collector’s
impedance.
Putting J?, J? and JJ values in expression (5) we
receive:

E— U6H1 - Uin ut
P0: P
( Ry -

E-U, —U,g — Jroa R
i ors = Ugn — Jyoolty )
Ry
E —_
" UKHO4> 1>
Re + k4

The transistor T4 operates in the saturated mode in
H condition, what can be represented by expression
[6]:

Badsa

Jr 4

>S9,

(10)

where the static coefficient Js4 of strengthening the
transistor 84 is a base current power in the saturated
mode; Jxpg4 — the correction current power of the
saturated transistor; S — the coefficient of saturation,
S=1.2.

Let’s determine Jsy and Jg g4 of the transistor
T42

U
Jsa = Jo — jg;“ =
11
_ E —Usgs —Ugn — Jko2R2  Usha (11)
Ry Rs '’
E-U
Jrma=Js+ J2 = = RHO4 | Joo, (12

Re + ria

where JgQ = 8 is the equivalent generator of mil-
liamper current power. By inserting the last data
in the expression (10), we get the condition of Ty
transistor saturation:

3 E-Ugn—Usga—Jro2R2  Uspa
* Rz R 13
e >12. (13)
Re+7ka +8

Besides the technical requirements, the normal opera-
tion of the loading scheme needs to maintain certain
levels of output voltage. Therefore, the conditions
considering these limitations are as follows:

Uoutputl =F - (ng + JKOB) R4 Z 247 (14)
0 E —Uknoa
output2 — —_— < ‘4,
Uoutputz = Uk HO4 + <Jr2 + jr— )7’K4 <0
(15)

where J2,; = 0.4 milliampere.
The power required by the scheme in condition B
can be determined similarly to the expression (5):

P'=(Jy+J5+J})E, (16)
E —Usk1 — Usu2 — Usus

s = 7 o

E—Ugno2 — Usms
Ji = 18
3 Ry + 1Ko (18)

E - Ugknos

Jh= T RHACS 19
4 Ry +ris (19)

where Usg is a voltage drop on the base-collector’s
transition of the transistor 77; correspondingly,Us o
and Uspys are the voltage drops on the intersection of
emitter bases of the saturated transistor Ty and T3;
rio and i3 — are correspondingly T and T3 tran-
sistors’ collector interference.

Putting JJ,J3 and J} values in the expression
(16) we obtain:

E-T, - U, — UsH:
P1:< K1 SH2 6H3+

R’
E—~Ukno2 — Usus
+ + 20
Ro + 1Ko (20)
FEF-U
n KHOS) >
Ry +rKs
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The transistors T» and T3 in condition B are sat-
urated, therefore, the conditions of saturation are ex-
pressed as follows:

Padoz o Padss g5 (21)
Jrm2 Jrm3
The equivalent scheme determines:
Jso =Jr1 =Js1(1+5;) = Jo(1+ 5;) =
_ E-Uska —RUaHz —Usus (148, (22)
1
E—Ugkno2 — Usus
J = J: = 23
Fo2 ° Ry + Txo (23)
U
Js3 = Jso + JrH2 — ;%Hg =
3
E-U -U —Usp:
_ SK1 SH2 SH3 (14 8)+  (24)
R
E—Ukbo2 —Usas  Ushs
Ry +rgo R3 ’
E—-Uxknxos
Jns = S UKHO3 25
KH3 Ra+ 1rcs a1 (25)

where ] is an invertion coefficient of strengthening
the transistor Ty, while J}, = 8 milliampere.

The result of inserting the latest data in the ex-
pression (21) is:

52 E7U5K1*}%5H2*U5H3 (1 + ﬂv)

E—-Uxkno2—UsHs =12, (26)
Ro+rke
B3 E—U5K1—U5H2—U5H3 (1 + ﬂz)‘i‘
E— UKHO3
Ry+rKs + 8 (27)
+E_UKHO2_U6H3 _ Usnus
Ro+rka R3
>1.2.
E—Uknos 48
Ry+rks

The conditions for maintaining the output signals at
certain levels in B condition are similar to the ex-
presswions (14) and (15):
Uoutputl = UKH03 + (JC1¥1+
E-U 28
KHO3 rics < 04 (28)
Ry +7rks
Uoutput2 =F - (Jég + JKO4> R6 > 24,
where J}, = 0.8 milliampere.
Putting the expressions (9) and (20) in the (4)
one, we receive an analytical expression of the power
consumed by the scheme in static mode:

_|_

(29)

E-U - Uin u
P=05 ( dH1 p t+
Ry
FE—-U, —Uysg — JroaR
n SH4 g — Jkoally
Ry
E_
Uk moa (30)
Re + T4
E-U, - U, - U,
n SK1 SH2 SH3
Ry
E—-Ugno2 —Uspgs | E— UKHOB)
Ry +rgo Rs+1rKs

As it is known, the basic characteristic of nonlin-
ear schemes’ work in impulsive mode is the time of
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switching delay, which is defined as the average time
of front and rear fronts of the voltage signal:

tdelay = 0.5 (ty +t2) . (31)

For the logic schemes the delay time ¢; of the lead-
ing front is defined as the difference between those
periods of time when the input and output voltage
signals reach 50% of their maximum level, and the
delay time to of the back front is determined as the
difference between the moments of time when the in-
put and output voltage signals are reduced by 50%
of their maximum level.

The analytical calculation of fgclay is associated
with great difficulties, because it requires solving a
higher-order differential equation. Therefore, we used
Taylor’s formula for its calculation:

atdelauy

tdelay ~ tdelay + Z (R R ) (32)
i=1

where tdelay = tdelay (Rl Ri,Ro=Rs,....R, = Rn),
and Ry, Ry, ..., R, are any acceptable values of resis-
tors.

Since this scheme has two options and there is
the following approximate equation Otdeiay o, Ddelay

. OR; ~ TAR;
so we obtain:
tdelayl = {delay1+
Atdelay1 > L (3
> AR (Ri— Ri) < ot
=1
tdelayQ ~ {delay2+
(34)

At R L
. Z delay2 Ri _ Ri) < tdelay2 )

where fgelay1 and fqelay2 are the boundary admissible
values of the correspondig parametres.

Atﬁgyl and At%é’iyz coefficients are defined on
the basis of the experiment, by use of the electronic
scheme analysis of any computer program. The re-
sults of the experiment are shown in Fig.1.

Putting the obtained results in expressions (31)
and (32) we receive:

taetayr = 28.62 — 0.2(Ry — 3) + 0.525(Rs — 2)+
+ 376(R4 - 24) < gdelayl ’

(35)

tdelay2 = 36 — (R1 —4) + 3.333(R2 — 3)+ (36)
+O7(R5 - 5) + 5(R6 — 24) < idelay .

Independent variables in the above expres-

sions are the passive elements of the scheme:
R1, Ry, R3, R4, Rsand Rg, which possible change
range of values is limited by schematic concepts:

1.OEQ < R; <5.0kQ, i=1..6. (37)

The values of the transistor collective power forces
are limited as well. For example, the maximally ac-
ceptable value of a collector current power capacity
of Ty transistor is 3 milliampere, while T35 and T}
transistors have 15 milliampers.



Table 1. Experimental results

No | Ry | Ry | R3 | Ry | Rs | Re | Atdelay1 | Atdelay2 Atg;;j“ Atﬁ‘ﬁ{zy?
kQ | Q| kQ | kQ | Q| Q| Nsec Nsec '
1 140|30|20|24|50]|24| 2862 36.0 - -
2 |48 130]20]|24|50|24]| 28.62 35.2 0 -1.0
3 140362024 |50]|24] 2850 38.0 -0.2 3.333
4 |401]30]24|24|501|24| 2883 0 0.525 0
5 (4030 |20]29 (50|24 30.50 0 3.76 0
6 |40]30 |20 |24 |60]| 24| 28.62 36.7 0 0.7
7 40 |3.0|20]|24|50129 28.62 38.5 0 5.0
In order to evaluate the normal functioning of the 23.6 13.3 12.3 +
scheme in the given temperature, it is necessary to Ry Ry +0.017 R4+ 0.008 (51)
use the margin test method, according to which the n 11.7 n 12.3 < 40
scheme capability is determined by the worst values Ry Rg+0.008 — 7
of the ipput. parameters and externa.ul conditions. 0 < |Ry — Rg| <0.01, (52)
Taking into account the numerical value of the
electrical-physical parameters of the active elements 1.0<R; <5.0,i=1,6. (53)

and the margin test results, as well as the above ob-
tained correlations, we have identified the following
optimized mathematical model of the designed elec-
tronic scheme:

19.55 12.3
=P =
J1(R1, Ry, ..., Rg) i i +0_011+
n 15.0 @ 15.0
R4+ 0.005 Rs Rg +0.005’
(38)
J2(R1, Ra, ..., Rg) = tdelay = 5Re+ (39)
+0.7TR5 + 3.333Ry — R; + 14.501
(Ry + 0.005) [R5 (48.3Ry + 23.4Rz + 0.2574)—
RiRa(Rs + 0.011) (38R, + 4.49)
“Ri(14Ry +0150)]
RiRs(Ra + 0.011)(8Rs + 4.49) —
(40)
7.3R2 + 0.0803 > 12, (41)
Ry
(Ro + 0.005)(35.4Rs ~ 14ks) 1y (1
RaRs(8Rg + 4.49)
4.8
— < 4
R2+0.017_3’ (43)
8R4+ 5.49
-_— - <1 44
R4+ 0.005 — 5 ( )
8Rg + 5.49
- <1 45
Rg + 0.005 — 5 ( )
0.8Ry < 2.1, (46)
0.8Rg < 2.1, (47)
0.114R4 + 0.044912
4 48
R, + 0.008 <04, ( )
0.114Rg + 0.044912
<0.4 49
Rg + 0.008 <04, (49)
3.76R4 + 0.525R3 — 0.2Ry + 19.146 < 40,  (50)

In the inequation system (52), the restriction is im-
posed by R4 and R6 interference to maintain the ap-
proximate equation: Ry ~ Rg.

Thus, the task of optimal design (38)—(53) of the
electronic circuit has been brought to the task of
multi-criterion optimization, and it is as follows: the
values of the resistors Ry, R, R3, R4, Rs and Rg for
which the static capacity (38) and the scheme switch-
ing delay time (39) achieve their minimum value of
inequalities (40)—(53) at the time of scheme satisfac-
tion.

3. RESULTS OF COMPUTATIONAL
EXPERIMENT

The task of multi-criterion optimization (38)—(53)
presented in the article has been developed by
the processed software on the basis of the algo-
rithmic scheme, which uses the method of grav-
ity centers [6] to solve the tasks of a single
criterion optimization. Table 2 represents the
pareto-optical solutions obtained from computa-
tional experiments, among which there was se-
lected that compromise solution, which corresponds
to the minimum capacity required by the scheme:
P* = fi(R) = 23.5106 milliwatts and the scheme
switching minimum time t3,, = f2(R) = 22.9738
nanoseconds. The values of private criteria are
achieved in the following optimal values of resis-
tors: R} =4.82kQ, R5 =201k, Rj=4.63k(,
R} =1.12kQ, R = 1.44kQ, R§ = 1.12kQ. Accord-
ing to the optimal values of resistors, the computer
analysis [7] of the transition process of the electronic
scheme was conducted by computer program FElec-
tronics Workbench, the results of which are presented
in Fig.4. Using the algorithms and programs, devel-
oped in the paper, it is possible to solve the complex
tasks of optimal design of electronic devices with the
minimum waste of computer time and the acceptable
accuracy.
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Table 2. Pareto-Optimal solutions received by computational experiment

No | f(R) | fi(R) | fa(R) R;, kQ

1 | 10.3078 | 14.6096 | 35.0066 | Ry = 4.35; Ry = 3.41; R3 = 3.39; Ry = 2.30; R5 = 2.84; Rg = 2.30
2 | 13.3837 | 13.4824 | 38.3939 | Ry = 4.70; Ry = 4.28; R3 = 3.48; Ry = 2.32; Ry = 3.83; Rg = 2.33
3 | 10.1738 | 13.8741 | 37.0253 | Ry = 4.58; Ry = 3.95; Ry = 2.74; R4 = 2.30; Rs = 3.43; Rg = 2.31
4 | 19.7741 | 20.2646 | 26.6166 | Ry = 4.00; Ry = 2.12; Ry = 2.63; R4 = 1.54; Rs = 2.03; Rg = 1.54
5 | 17.6691 | 23.5106 | 22.9738 | Ry = 4.82; Ry = 2.01; R3 = 4.63; Ry = 1.12; R5 = 1.44; Rg = 1.12
6 | 11.0872 | 16.5291 | 29.0072 | Ry = 4.82; Ry = 2.63; R3 = 4.21; R4 = 1.91; R = 1.40; Rg = 1.92
7 | 21.2501 | 22.8014 | 25.9212 | Ry = 4.01; Ry = 2.29; Ry = 4.08; Ry = 1.19; R5 = 2.62; Rg = 1.19

[¥T pad| meafam| | ac| o JO0 | az| o JOC -| | Type Sing.| Mer [Adte None|

ER| ] 3 K E| )
Time Channel_A, Channel_B Time Channel_A Channel _B
E ﬂ" 23860 us 400735 mv 24,352 m E | s0sstus 1082 4084 Eeiies
* ¥ 23886 s 2.400 W 2508 W . ¥ sossaus 0.000 W 2515 )
271 26 651 ns 1908/ 2832 v saveli | Eaigcer 271 2B007ns 1082V 2,469/ S| | S
£ £
Timehase + Channel A Channel B Trigger Timebgze + Channel A — Channel B Trigger
Scale | 10 n=/Div Seale |1 WDiv Seale |2 MDiv Elge [+ %|[A B |Ea Seale | 10 ns/Div Scale | 1 WDiv Scale |2 WD Elge [F %|[A B |Ea
H position |D ' position |D | position |D Lewel o W H position |0 j‘ ¥ position |D | position |D Lerel o W
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Fig.4. Results of computer analysis of the transition process of the scheme discussed. The Figure shows
that the experimental results are satisfactory and they are compatible with the theoretically calculated results

with the acceptable accuracy

4. SUMMARY

The article deals with the practical possibilities of the
use of algorithms developed on the basis of gravity
centers methodology in engineering design systems,
in particular, in the automated system of optimal de-
sign of electronic devices, by solving concrete tasks of
practical significance. Namely, there is represented a
mathematical model of electronic control scheme for
the address decoder used in the computer’s memory
device; the optimal parameters of the scheme passive
elements are defined from the perspective of multi-
criterion optimization and the developed algorithm.
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3AJJAYA CTATUYECKOM OIITUMM3AIINN OIITUMAJIBHOI'O JTU3AMNHA
HEJIMHEVHOU JIEKTPOHHOU CXEMHBI

dudmanudse Ubpaum, Jonadse Muxeun

PaccvaTpuBaercsa Takoi BayKHBIH BHIOOD 3/JIEMEHTOB 3JIEKTPOHHON CXeMbI JaHHON KOH(UrypaImm, KOraa Bbi-
TIOTHSTIOTCST OTIPEIE/IEHHBIE TPeOOBAHUS TEXHUIECKON 3a/1a9M, U B TO YK€ BPeMs BRIOPAHHBIE KPUTEPUU OMTH-
MAJIBHOCTH JOCTUTAIOT IKCTPEMATBHOIO 3HAUEHHUS. 3aa9a PENeHa MEeTOIOM OJHOKPUTEPUATHLHON OMTUMU-
3amnuu, B YaCTHOCTH, METOIOM IeHTpa Tsizkectu. s dopmanm3anyy TaHHON CXeMbl Mbl COCTABUJIN MaTe-
MATHYECKYI0 MOJIETb ONTUMHU3AINN, B KOTOPOH PacCMaTPUBAIOTCS TpeOOBaHNST TEXHUIECKON 3a1aun. 3ama4da
ONTHMAIBHOTO MU3aiHA JAHHON JIEKTPOHHON CXeMbl ObLIIa IPEICTABIEHA B BU/IE 331891 MHOTOKPUTEPUAb-
HOI onTuMu3anuu. BerducianTenbHble SKCIIEPUMEHTHI Obn IPOBeeHbI B [lapero-onTuManbHbIX PereHusx,
73 KOTOPBIX ObLT BEIOPAH KOMIIPOMHUCC, KOTOPBIH COOTBETCTBYET MUHUMAJIBHOW eMKOCTH, TpebyeMoil cxeMoii.
B coorBeTCTBUM ¢ ONTUMATBLHLIMU 3HAYECHUSIMH PE3UCTOPOB MBI MMPOBEJN KOMITBIOTEPU3UPOBAHHLIN aHAIN3
TIEPEXOIHOr0 TIPOIECCa MAHHON 3JEKTPOHHON CXeMbI ¢ IMOMOIIBI0 KOMIBIOTEpHO#M mporpammbl Electronics

Workbench.

3ABJIAHHSI CTATUYHOI OIITUMIBAIIII OIITUMAJIBHOI'O JU3ANHY
HEJITHIVHOI EJJEKTPOHHOI CXEMU

Lliomanidse Iopaim, Jdonadse Mixein

Posrnsimaerhes Takuit BaxJMBUil BUOID €JIEMEHTIB €JIEKTPOHHOI CXeMU 33aHOI KOH(DITYpPAITil, KO BHKO-
HYIOThCS TE€BHI BUMOTHM TEXHIYHOIO 3aBIAHHsI, 1 B TOI ke 9ac BUOpaHi KpuUTepii ONTUMAaJIbHOCTI JOCATaloTh
KpalHbOro 3HAYEHHS. JaBIaHHs OyJ0 BUPIIIEHO METOIOM OJHOKPHUTEPIAIbHOI OnTHMi3alii, 30KpeMa, MeTo-
JoM treHTpa TsKiaag. asa dopmamizamii gaHol cxeMu MM CKJIAJINH MATEMATHIHY MOJEIb ONTHMIi3alli, sKa
pPO3IJIsiiae BUMOTH TEXHIYHOTO 3aBMaHHs. 3a4a9y ONMTHUMAILHOTO AU3aRHy TPEeCTaBICHOT eTeKTPOHHOI CXe-
Mu OyJI0 3BEEHO 110 33434l 6araTokpuTepiaabHOl onTuMizanii. OOUNCIIOBAIBHI €KCIIEPUMEHTH DYIM OTPU-
mani B Ilapero-onmumanbHux pimreHHsX, 3 SKuX OyB 00paHUil KOMIPOMIC, IO BiANOBiAae MiHIMAIBHIA €M-
HoCTi, HeoOXimHill 3a cxeMor0. 3rifHO 3 ONTUMATFHAMEI 3HAYEHHIMU PE3UCTOPIB MH MPOBEJIH KOMIT IOTEPHUH
aHAJII3 MepexigHOro MPOIECY MAHOI eJeKTPOHHOI CXeMH 33 JOTOMOroi0 KoMil'torepHoi mporpamvu Electronics

Workbench.

115



