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THE TRANSFER LEARNING TASK

AS THE MEANS OF METALEANING TASKS SOLUTION

The methods for solving the problems of transfer learning are reviewed from the point of view of solving the metalearning
tasks. The concepts of metalearning, transfer learning, multi-task learning, inductive transfer and lifelong learning are given.
A scheme for solving the metalearning problem using the inductive approach is proposed. Metalearning is a generalization
of all previously solved problems. It gives a possibility to save resources and to use the existing experience in solving learning

problems in an optimal way.
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Introduction

Data mining and machine learning technologies
have made great strides in many fields of know-
ledge development. However, the traditional
methods of machine learning learn every task
from scratch, while the methods of transfer learn-
ing try to transfer the knowledge of some pre-
viously solved problems to a new problem in the
process of learning.

The concept of transfer learning was introduced
in 1993 [1], and it was considered more particu-
larly in 1997 in [2]. The knowledge transfer pro-
viding methods aim to make the machine learning
process as effective as when a person is taught.

The head of artificial intelligence at Google
Jeff Dean recommended his colleagues to pay

attention to such algorithms as multi-task and
transfer learning, as he considers them to be
promising and effective algorithms that give a
possibility to achieve the same goal, but with
the significantly lower learning costs [3].

Transfer training as one of the tools of machine
learning serves to train and improve the produc-
tivity of the resulting model by transferring the
knowledge from the solved problem to a new one
that will need to be solved.

The study of transfer learning is motivated by
the fact that people can optimally apply the ear-
lier obtained knowledge in order to quickly solve
new problems or to get the better solutions. The
need for transfer training arises when the data are
outdated and the distribution in them at the cur-
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rent moment of time does not correspond to the
distribution in the previous period of time.

Thus, the transfer learning is the optimization
and a quick way to save time or to improve pro-
ductivity. It is not known whether the use of trans-
fer learning in this area will be beneficial until the
model is developed and evaluated on new data.

In practice, machine learning models are mainly
designed to perform only one task. However, when
configuring computers, they use past experiences
not only to repeat the same task in the future, but
also to learn completely new tasks, like humans do.
That is, if a new problem that we are trying to solve
is similar to some of our past experiences, it will be
easier for us to learn. Thus, when using the same
approach in machine learning, transfer learning in-
cludes the methods of past experience transfer on
one or more original problems and uses it to acce-
lerate learning in the current problem.

The aim of this work is to study the principles
of transfer learning in order to learn how to op-
timally use the source data, as well as to com-
pare such concepts as transfer learning, inductive
transfer, metalearning. And as a result, to develop
an approach to generalizing the results of solving
previous problems based on the principles of me-
talearning.

Machine learning concepts
for generalization of learning results

A number of machine learning methods have been
developed by now. They give a possibility to gene-
ralize the previously obtained results of similar
problems’ solving. One of the methods for the gen-
eralizing of the previous outcomes of learning is
called metalearning. The main principle of meta-
learning is learning to learn.

Metalearning is a department of machine
learning [4], where the automatic learning algo-
rithms based on meta-data about all earlier per-
formed computer experiments are used. Today,
this term has not found an unambiguous defini-
tion yet, but the main purpose of its application
is to understand how automatic learning can
help to solve learning problems. It will improve
the efficiency of existing learning algorithms or

to train the computer to invoke the learning al-
gorithm itself automatically.

Metalearning (or learning-to-learn) is notable
for the fact that previously solved learning prob-
lems are the precedents [5]. It is required to deter-
mine which of the heuristics used there work more
efficiently. The ultimate goal is to provide continu-
ous automatic improvement of the learning algo-
rithm over time.

Metalearning includes the following learning
methods:

= Multi-task learning [6—8]. A set of interrelated
or similar learning problems is solved simultane-
ously using different learning algorithms that have
a similar internal representation. Information on
the similarity of tasks between each other gives a
possibility to improve the learning algorithm and
the quality of the main problem’s solving more ef-
fectively.

One of the particular cases of multi-task lear-
ning when two tasks are considered is transfer
learning [1].

= Inductive transfer [9, 10]. The experience of
solving of individual particular learning problems
by precedents is transferred to the solution of sub-
sequent particular learning problems. Relational
or hierarchical structures of knowledge represen-
tation are used in order to formalize and preserve
this experience.

In [11], it is argued that the main idea of meta-
learning is to reduce the problem of choosing an
algorithm to a problem of learning with a teacher,
when the problem is described by the target-at-
tributes. A meta-attribute is a property of a task,
for example, the number of variables in the data,
the number of possible labels, the dataset size,
and many other parameters. This approach gives
a possibility to choose from a variety of algorithms
the most suitable algorithm for a particular task
(sometimes immediately choosing its parameters
as well).

Research in the field of transfer learning is at-
tracting more and more attention under different
names: learning for learning, lifelong learning,
knowledge transfer, inductive transfer, multi-tas-
king learning, knowledge consolidation, context-
sensitive learning, knowledge-based inductive bias,
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metalearning [12 —14]. A closely related technique
of transfer learning is a multi-task learning struc-
ture that attempts to teach several tasks at the same
time, even if they are different [15].

In [11], such concepts as metalearning, multi-
task learning, inductive transfer are compared.

Multi-task learning [4, 6] is one of the machine
learning approaches based on the principles of
metalearning, where a simultaneous learning of
a group of interrelated tasks takes place, each of
which is given its own pair “situation — solution”
[8]. Multi-task learning solves multiple problems
at the same time, exploiting common properties
and differences between them, which can improve
learning efficiency and forecast accuracy. Paral-
lelization of operations can be attributed to multi-
task learning methods, but only if the tasks do not
intersect with each other [11].

Multi-task learning is a form of inductive trans-
fer. It expresses an approach to the simultaneous
study of several interrelated tasks. In this way,
the core task can be better learned through ex-
perience gained from other tasks. This approach
is effective when the tasks have some similarity.
This approach can be useful when there is a data
scarcity problem.

The difference between multi-task and trans-
fer learning is that in multi-task learning, dif-
ferent models can exchange information in any
direction when solving a problem, and in trans-
fer learning, it is possible to transfer information
strictly in the direction from the original task to
the current one [16].

Inductive transfer is one of the methods of transfer
learning, the difference of which lies in the purpose
of this transfer. The purpose of inductive transfer is
to increase the performance of the model for solving
atarget task, and the purpose of transfer learning is to
teach input and target tasks simultaneously by using
informationabouta previouslysolvedsimilarlearning
task [11].

Inductive transfer is usually used in the same
sense as learning transfer.

Learning to learn can be used interchangeably
with the term inductive transfer. It is mainly aimed
at improving the learning process over time. Meta-
data, including past learning experiences, is used

for future learning, even for learning in different
fields. Thus, learning to learn or inductive transfer
can be considered as an approach to metalearning.

Let's consider the principles of transfer learning
in more detail.

The Transfer Learning Task

Transfer learning is the ability to combine a pre-
trained model with the customer’s learning data.
It means that you can use the functionality of the
model and add your own data without having to
create everything from scratch [17].

For example, if an algorithm has been trained
by the thousands of images to create a classi-
fication model, then instead of the building of
another model, transfer learning gives you a
possibility to combine customer’s image data
with a pretrained model to create a new image
classifier. This feature makes it quick and easy
to have a custom classifier.

In transfer learning, the algorithm is split into
two stages. The first stage consists of retraining,
when the algorithm is trained on a reference data-
set representing a variety of data. Then fine tu-
ning follows, where the algorithm learns to per-
form a specific target task. The preliminary prep-
aration stage helps to tune the model for general
characteristics that can be used again in the target
problem, increasing its accuracy [18].

In [19], the problem of using transfer learning
for solving the problems of Neuro-linguistic pro-
gramming was investigated.

Here the transfer learning tasks are roughly clas-
sified into three areas:

= based on whether the initial and target settings
refer to the same task or not;

= on the nature of the initial and target tasks;

= based on the sequence in which the tasks are
studied.

This classification of transfer learning tasks in
various directions is shown in Fig. 1.

Figure 1 shows that transfer learning methods
are divided into two classes: transductive and in-
ductive transfer learning. They differ in that if they
study the same or different learning tasks.
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In [20], the tasks of transfer learning are divided
into three classes: transductive, inductive, and un-
supervised learning (Fig. 2).

Based on the Fig. 2 in [20], transfer learning
methods are classified based on the type of tradi-
tional ML algorithms used, such as:

= [nductive Learning Transfer. In this scenario,
the source and target domains are the same, but
the source and target tasks are different from each
other. The algorithms try to use inductive bias of
the source domain in order to help improve the tar-
get task. Depending on whether the source domain
contains labelled data or not, they can be further
divided into two subcategories, similar to multi-
tasking learning and self-learning, respectively.

= Unsupervised transfer learning. This parame-
ter is similar to the inductive transfer itself, with an
emphasis on unsupervised tasks in the target area.
The source and target domains resemble, but the
tasks are different. In this case, the labelled data is
not available in any of the domains.

= Transductive learning. In this scenario, there
is a similarity between the source and target tasks,
but the corresponding domains are different. In
this parameter, the source domain contains a lot of
labelled data, but the target domain does not.

When to use transfer learning?

Transfer learning is an optimization, a fast way to
save time or to increase productivity.

Authors of [17] and [21] describe three poten-
tial advantages to look for when using transfer
learning:

These advantages can be described as follows:

= Higher start. The best starting model: in other
types of learning you need to build a model with-
out any knowledge. Transfer learning offers a bet-
ter starting point and can perform the tasks at some
level even without learning. Transfer learning of-
fers a higher learning rate during learning as the
problem is already prepared for a similar task.

= Higher slope. Higher accuracy after learning:
with a better starting point and higher learning
speed, transfer learning provides a machine lear-
ning model for convergence with a higher level of
productivity, providing a more accurate result.

higher slope higher asymptote
© | | e
[&] R
C .*
©
E .
s|\s - e with transfer
"q:J —— without transfer
[o% higher start

training

Fig. 3. Three benefits of successful transfer learning

= Higher asymptote. Faster learning: Learning
can achieve desired performance faster than tra-
ditional learning methods because it uses a pre-
trained model.

However, the effectiveness of transfer learning
may be not much higher than that of traditional
learning models. The impact of transfer learning
cannot be determined until a target model is de-
veloped.

Ideally, one would reap all three benefits from
the successful application of transfer learning. This
is a way to try if you can identify a related task with
abundant data, and you have the resources to de-
velop a model for this task and reuse it for your own
problem, or there is a pre-prepared model that you
can use as a starting point for your own model.

The choice of input data or source model is
an open issue and may require expert knowledge
and/or intuition developed from experience.

Problem statement
of transfer learning

Traditional machine learning methods try to learn
every task from scratch, while transfer learning
methods try to transfer knowledge from some pre-
vious tasks to the target task when the latter has less
high-quality learning data [8].

In [1], the following statement of the transfer
learning problem is considered.

The definition of transfer learning is given in
terms of domain and task [23]. The domain D con-
sists of: a feature space X and a marginal probability
distribution P(X), where X = {x, x,, ... x } € X.
Given a specific domain, D = {X, P(X)}, a task
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consists of two components: a label space y and an
objective predictive function f{-), which is learned
from the learning data consisting of pairs, which
consist of pairs {x, y}, where x, e Xand y, € Y. The
function f{*) can be used to predict the correspon-
ding label, f(x), of a new instance Xx.

Given a source domain D, and learning task 7,
a target domain D, and learning task T, trans-
fer learning aims to help improve the learning
of the target predictive function f,() in D,
using the knowledge in D, and T, where D, =D,
or Tg#T,.

In the process of distance learning, it is neces-
sary to answer the following three important
questions [23].

What to carry?

It involves the allocation of the part of the task
that must be transferred. For this purpose, gene-
ral knowledge is allocated for different tasks,
which are true for many problems at the same
time [17]. This is the first and the most impor-
tant step in the whole process. Here you need to
find answers about what part of knowledge can
be transferred from the source to the target in
order to improve the performance of the target
task, i.e. how much of knowledge depends on
the source, and what is common between the
source and the target.

How to transfer?

If there is information about what to transfer, the
question is how to transfer? is solved in a natural
way. Here it is necessary to begin to determine how
to actually transfer knowledge between the tasks.
This includes changes in existing algorithms and
various methods.

When to transfer?

The answer gives a possibility to assess the situ-
ations where the application of learning trans-
fer is justified. If the tasks are not related to each
other, then the learning transfer may be ineffective
(the concept of "negative transfer” is known). We
should strive to use transfer learning so as to im-
prove the results of the target task, rather than to
worsen them. We must be careful with the situation
when it is useful to do so and when not to.

Applications
of transfer learning method

Transfer learning is successfully applied in various
real-life tasks.

One example of the application of the lear-
ning transfer methods is its use for neuro-lin-
guistic programming [19]. Textual data present all
kinds of problems when it comes to deep lear-
ning. They are usually transformed or vectorized
using various techniques and are used in various
tasks such as sentiment analysis and document
classification by transferring knowledge from the
original tasks.

In [24], the properties of transfer learning for
the visualization of medical images are studied.
Transferring learning from natural image data sets
using standard large models and corresponding
pre-trained weights has become a method for ap-
plying deep learning to medical visualization.

Transfer learning for audio/speech. Similar to
areas such as NLP and Computer Vision, deep
learning has been successfully used for tasks
based on audio data [25]. For example, automatic
speech recognition models developed for English
have been successfully used to improve speech
recognition performance for other languages,
such as German. In addition, automatic speaker
identification is another example where learning
is very helpful.

Learning Transfer for Computer Vision. Deep
learning has been used quite successfully for vari-
ous computer vision tasks such as object recogni-
tion and identification using various neural network
architectures. In [25], the authors present the fin-
dings on how the lower layers of the neural network
act as conventional extractors of computer vision
functions such as edge detectors, while the latter
layers work towards task-specific functions [26].

In [16], it is proposed to use transfer learning to
build artificial intelligence systems for the diagno-
sis of diabetic retinopathy and five other diseases
based on chest X-ray. For this purpose, artificial
neural networks are being built that use the transfer
of learning using the approach of behavioral gene-
tics proposed in [27] and demonstrate its effective-
ness on financial data.
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Inductive transfer
and inductive bias

Inductive transfer is one of the names for trans-
fer because it uses the principle of induction,
i.e. the experience of solving individual particu-
lar problems of learning by precedents is trans-
ferred to the solution of subsequent particular
problems of learning.

Two inductive approaches to knowledge
transfer are Multi-task and Feature Net. In
[28], they were used to build predictive neural
networks. Unlike traditional modeling, learning
with one task, focused only on one target prop-
erty without any relation to other properties,
and in the framework of inductive transfer, indi-
vidual models are considered as nodes in a net-
work of interconnected models built in parallel
(Multi-task Learning) or sequentially (Feature
Net). Both of these met-hods prooved to be ex-
tremely useful when mode-ling structure prop-
erties on small and structurally diverse datasets
where traditional modeling cannot generate any
predictive model.

Inductive transfer of learning is divided into two
classes [23]:

= [f there are marked learning data in the ori-
ginal problem, the inductive transfer of lear-
ning corresponds to the task of multitask learning.
The difference lies in the transfer goal: for trans-
fer learning the goal is to increase the productivi-
ty of the model when solving the target problem
and the goal of multi-task learning is to train the
source and target tasks at the same time.

= [f the labeled learning data are absent in the
original problem, inductive transfer of learning
corresponds to self-taught learning. Label spaces
in the domains of the source and target tasks can be
different, which implies the inability to directly use
side information of the source task.

IInductive bias is some a priori knowledge that
modifies the learning mechanism in the process
of solving of the learning problem [29]. In other
words, while learning, the solution of the problem
shifts toward the opening of certain hypotheses or
patterns, and other temporal correlations between
events are ignored.

The author [29] argues that the inclusion of a
priori knowledge that displaces the learning pro-
cess is a prerequisite for the success of learning
algorithms. Developing tools to express domain
knowledge, translating it into a learning algo-
rithm bias, and quantifing the impact of this bias
on learning success is a central theme in machine
learning theory. The stronger the a priori know-
ledge or hypotheses with which we begin the lear-
ning process, the easier the learning is on further
examples, however the less flexible the learning
will be because it is limited by the need to comply
with these assumptions.

The main problem of inductive bias is how to
choose the learning hypothesis space in such a way
that it will be large enough to find a solution to the
problem under study, but at the same time it will
be small enough to provide a reliable generalization
from learning sets of reasonable size. As a rule, it is
done manually using expert knowledge [30].

Inductive transfer methods use inductive bias
of the original problem in order to help the target
problem [25]. This can be done in various ways,
for example, by adjusting the inductive bias of the
target task by limiting the model space, narrowing
the space of hypotheses, or making adjustments to
the search process itself using knowledge from the
original problem. This process is visually depicted
in the following Figure 4.

Thus, having conducted a study of machine
learning methods, we can conclude that the algo-
rithms of the inductive approach or self-organi-
zation can be attributed to the learning methods
without a teacher, when no hypotheses about the
data on which the learning is performed are known.

The Solving of the Problem of
Metalearning by Inductive Methods

The goal of metalearning is to study the common
properties that are easily adaptable to new chal-
lenges. It studies them based on learning a lot of
different tasks. In a certain sense, metalearning can
be regarded as almost a historical multi-task lear-
ning, since it uses many different tasks to find the
ideal set of properties [31]. Recently, metalearning
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about the chosen learning algorithm to solve the
current problem more effectively.

After reviewing the tasks of transfer learning, we
can come to conclusion that these algorithms can
be considered as one of the metalearning units.

Inductive methods or methods of self-organiza-
tion [32, 33] can be considered as one of the units
of machine learning, i.e. case studies. The experi-
ence gained in the field of inductive modeling can
be used to develop new approaches and methods in
the field of metalearning and metamodeling.

Many approaches to improving the accuracy and
speed of algorithms’ performance in the field of
inductive modeling have been developed by now.
Databases, tasks, as well as a database of inductive
modeling algorithms are accumulated.

Fig. 5 shows a diagram of the application of
inductive methods for solving meta-learning
problems.

In the future, it is planned to develop methods
and tools based on the inductive approach using
meta-data in order to generalize all the accumu-
lated knowledge in this area in new approaches and
to use them in order to solve the problem of meta-
learning and metamodeling.

Conclusions

Methods and tools of machine learning give a pos-
sibility to teach a computer to solve problems, like
a human. The methods for solving the problems of
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3AJAYA TPAHCOEPHOI'O HABYAHHA
AK 3ACIb PO3B’3AHHA 3AJAYI METAHABYAHHA

Beryn. MeraHaBuaHHS — 1ie y3arajJbHEHHS BCiX paHillle po3B’SI3aHMX 3amad, SIKe TO3BOJISIE CKOHOMMTH PECypcH Ta
OINTUMAJIbHO BUKOPUCTOBYBATU HAsIBHUI JOCBIi[ TAaKOrO PO3B’sI3aHHS ISl HOBUMX 3aBICHb. 3aBOaHHS METaHABYAHHS —
aBTOMAaTU3YBaTH IIPOLIeC HAaBYaHHS, BUKOPHUCTOBYIOUM METOAU MAIIMHHOTO HABYAHHSI Ta iHAYKTUBHOIO ITiAXOIY.

MeToau MeTaHaBYaHHS 3aCHOBaHI Ha OaraTopa3oBOMY BUKOPMCTaHHI aJJTOPUTMIB HaBUYAHHS 3 Pi3HUMU MOXJIUBUMU
KOMIIOHEHTaMM Ta 0e3MocepeHbOMY IOPIBHSIHHI pe3yJbTaTiB HaBYaHHS. Y pasi po3B'sI3aHHSI peabHUX 3aBIaHb 1€
BUMara€ BUCOKMX 00UMCIIOBATTLHUX ITOTY>KHOCTEM Ta BEIMKUX 3aTpar yacy. MoxkjinBa aJibTepHaTBa — HABYUTHA MOJIEITb,
gKa repeadavae onTUMaIbHi KOMITOHEHTH Ha OCHOBI MeTa-BJIaCTUBOCTEH BXiTHUX JaHUX.

Merta. Y cTaTTi IOCTaBJIIeHO 3aBIAaHHS BUBUUTH NPUHIIAIIM TpaHC(PEPHOTO HaBYAHHS, 1100 HABUUTKCS ONTUMAIBHO
BUKOPHCTOBYBATH BXillHi JJaHi, a TAKOX MOPiBHIATHU TaKi MOHSTTS K TpaHC(epHe HaBYaHHS, TpaHC(EpHE TTEPEHECEHHS,
OaraTo3agayHe HaBUYaHHS, iHAYKTUBHOIO MEPEHOCY, IHAYKTUBHE 3MilllcHHS Ta MeTaHaBUYaHHS. B pe3ysibraTi MmjiaHy€eThCst
PO3pPOOUTH MiAXiA 10 y3araJbHEHHSs pe3y/bTaTiB po3B’si3aHHs MOMNepeaHiX 3aBJaHb Ha OCHOBI MPUHLIMITIB METaHABYaAHHST
Ta METaMOJICTIOBaHHSI.

Metoau. BUB4arOThCSI METOIM MAITMHHOTO MOJIETIOBAHHS: METaHABYaHHSI, TpaHC(EPHOTO HaBYaHHS, iHIYKTUBHOTO
[ePEeHECEHHST Ta iHIYKTUBHOTO ITiIXOLIY.

Pesymsratu. [IpoBeaeHO orisii MeTOIiB pO3B’sI3aHHS 3aa4i TpaHC(EepHOTO HaBYaHHS 3 TOYKY 30pY PO3B’sI3aHHSI 3a1aui
MeTaHaBYaHHsI. 3alpOIOHOBAHO CXeMY pPO3B’si3aHHS 3aJadyi MeTaHaBYAHHSI 3 BUKOPUCTAHHSIM JOCBiAY TpaHC(pEpHOro
HaBYaHHs. MeTaHaBYaHHS 1€ y3araJbHEHHsI BCiX PO3B’sI3aHUX paHillle 3amad, sike M03BOJIIE eKOHOMUTHU PEeCypcu Ta
OTNITUMAJTEHO BUKOPVCTOBYBATH HAasIBHUIA TOCBIIl pOB’sI3aHHSI IIMX 3a/1a4.

BucHoBkH. TakiM YMHOM, JOCTIIKEHO 3a1auy TpaHC(EPHOTO HaBYaHHS SIK OIHY 3 3aJa4 MeTaHaBuYaHHs. HaBemeHo
IIOCTAHOBKY 3afadi TpaHC(epHOro HaBYaHHS, a TAaKOX Kiacubikallilo 3aBIaHb TPaHC(HEPHOTO HABYAHHS 3 TOYKHU 30-
py pi3HUX HampsMKiB. [1OpiBHIOIOTBCS MOHSTTS MEeTaHABYaHHS, HABYAHHS MPOTITOM YChOTO KUTTS, Tepeaadi 3HaHb,
IHAYKTUMBHOI Tmepenadi, 0OaraTo3aJadyHOro HaBYaHHS, iHAYKTMBHOIO IIE€pEHECEHHS Ta iHAYKTUBHOIO 3MIillIEHHS.
3anporoHOBaHO CXEeMy 3aCTOCYBaHHSI iHAYKTMBHOIO IHOXOMy U PO3BSI3aHHs 3amad MeTaHaBYAHHS Ta Me-
TaMOJIETIOBAHHSI.

Karouoei caosa: mawunne nasuanns, mpaucghepre HagUaHHs, MOOeABAHHS, IHOYKMUBHUI Ni0XI0, Y3aeanbHeHHS.
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3AAAYA TPAHCOEPHOI'O OBYYEHUA KAK
CPEACTBO PEHIEHHWA 3AHAY METAOBYYEHUA

Benenne. MetaoOyuyeHre — 3T0 00001LEHUE BCEX paHee pellieHHBIX 3aJa4, MO3BOJISIONIEee SKOHOMUTh PeCypPChl U ONTH-
MaJTbHO MICITOJIb30BaTh MMEIOIIMIACS OMBIT PEIIEHUs BCeX MPEABIAYIINX 3a1a4 00yIeHMs.

3amgaua MeTaoOy4eHUsI — aBTOMAaTU3UPOBATh IPOLIECC O0YISHHSI, MCITOIb3YsT METOIbI MAIIMHHOTO O0YYeHUS U MHIYK-
THUBHOI'O MOJEIMPOBAHMUSI.

MeToabl MeTao0y4YeHMSI OCHOBAHbI HA MHOTOKPATHOM KMCIIOJb30BAHUM AJITOPUTMOB OOYYEHHMSI C Pa3HBIMM BO3MOX-
HBIMU KOMITOHEHTaMU 1 HEIIOCPEACTBEHHOM CpaBHEHUU Pe3yJIbTaToOB 00y4yeHus. B ciydae pellieHus peaabHbIX 3a1a4 9TO
TpeOyeT BHICOKUX BIYMCIUTEIbHBIX MOIITHOCTEM M OOJIBIIMX BpEeMEHHbIX 3aTpat. Bo3aMokHast ajibTepHaThBa 3TOro — 00-
YUHUTh MOJIE/Ib, KOTOPas MpeacKa3bIBaeT ONTUMAaIbHbIE KOMITOHEHTHI HA OCHOBE METa-CBOICTB BCeX BXOISIINX JaHHBIX.

Iexan. B cTaThe ocTaBieHa 3ama4a M3yIUTh MPUHIKIILI TpPAaHC(HEPHOTO 00yYeHUS, YTOOBI HAyYUThCS ONITUMAIBLHO MC-
10JIb30BaTh UCXOIHbBIE JAHHBIE, 4 TAKXKE CPABHUTD TAKKE MOHATHUS KaK TpaHCchepHOe 00ydeHne, TpaHC(hEPHBIii TIEPEHOC,
MHIYKTUBHBINA ITEPEHOC, MHAYKTUBHOE CMeEILeHne U MeTao0yuyeHue. B pesyibrare miaHupyeTcs: pa3paboTaTh IMOAXOM K
0000ILIEHHIO PE3YJIBTATOB PEIeHMs IPEAbIIYIIIX 3aa4 HA OCHOBE IIPUHLIMIIOB META00yYeHUSI I METaMOICIMPOBAHUSI.

Metoapl. M3yuaroTcss MeToibl MAIMHHOTO MOJEJIMPOBAHMS: MeTao0OyYeHe, TpaHC(hepHOe 00yYeHUe, MHAYKTUBHBI
MepeHOC Y MHAYKTUBHOE MOJIETMPOBAHNUE.

Pesyasrarel. [1poBeneH 0630p METOIOB pelIcHUS 3aiad TpaHC(hEPHOro OOYYeHUS ¢ TOYKHU 3PEHUS pelIcHMS 3a1aun
MeTao0ydeHus. MeraobydyeHre — 3TO 0000IIEHNE BCEX PELIEHHBIX paHee 3a1ad, KOTOPOE II03BOJISIET 9KOHOMUTH PECYpP-
Chl M ONTHMAaJIbHO MCIIOIb30BATh MMEIOIIMICS OIBIT pellieHus 3amad obydeHus. [IpemroxeHa cxema pelieHUsI 3a0a4n
MeTao0y4YeHMsI C UCII0JIb30BaHMEM MHAYKTUBHOIO ITOAXO0/a.

BoiBoapl. McciienoBaHa 3agaya TpaHcgepHOro ooyyeHust Kak OaHOM U3 3aga4 MeTaoOyueHus. [IpuBeaeHa nmocraHoBka
3aMa9M TpaHChEPHOTro 00yJeHM s, a TaKKe KilaccubuKalys 3amad TpaHCHepHOTro 00ydeH sl ¢ TOYKK 3pEHUSI Pa3TUIHBIX
HarnpasjieHU. CpaBHUBAIOTCS TTOHATHUSI METa00OyUEHMSI, MHOT03aJauHOTO 00y4YeHHUsI, 00y4eHMS B TeUCHUE BCE KU3HM,
rnepenavyy 3HAHUN, MHAYKTUBHOW Iepefadyd, MHOT03aIa4yHOro OOyYeHMs, MHAYKTUBHOIO I€PEHOCA Y MHIYKTHMBHOTO
cmenneHus. [IpenioxeHa cxema MPUMEHEHS] MHIYKTUBHOTO MTOAX0a JJIsI PELIeHUST 3a1a4 METAa00yIEHMSI.

Karouoevle caosa: mawunnoe obyuenue, mpauncgheproe odyuenue, modeauposarue, UHOYKmueHbvlil N00xod, 0600ujeHue.
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