DEFINING DEGREE OF SEMANTIC SIMILARITY USING DESCRIPTION LOGIC TOOLS

The purpose of this study is to determine effective approaches to define the value of semantic similarity of information. The special functions to determine quantitative indicators of a degree of semantic similarity of the information allow ranking the found information on its semantic proximity to search request/template. Forming such measures should take into account many aspects from the meanings of the matched concepts to the specifics of the business-task in which it is done. A combination of semantic and structural approaches is appropriate when constructing the similarity functions. This allows to do descriptions of the concepts more detail, and the impact of syntactic matching can be significantly reduced by using more expressive descriptive logics to represent information and by moving the attention to semantic properties.

The focus of this research is in the methods for evaluating similarity of concepts. Values of similarity between individuals and between a concept and an individual are defined by finding the most specific concept for individual(s) and evaluating the similarity between the appropriate concepts. Using some of defined measures is demonstrated on a geometry ontology application.
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Introduction
The task of discovery of concepts that are semantically similar and evaluating a degree of their similarity is very important both for resolving applied problems (discovery of semantic web services, effective semantic search of information, data categorization, etc.), and for more general problems in the information technologies area, as, for example, integration of ontologies/knowledge, information search, etc. There are a lot of approaches that try to resolve the problems of finding similarity by methods of text analysis or using special vocabularies as Wordnet [1], for example. As a rule, in such approaches only atomic concepts are considered, but more complex ones are out of the question. In addition, the cases of identifying similarities between individuals and between an individual and a concept are omitted. Also, note, that measures of information similarity should be based on semantics because the purely syntactic approach is too weak to ensure that standard inferences are executed, especially if expressive descriptive logics (for example, ALC) are considered as a language for knowledge representation. It is clear that algorithms and functions of similarity measures must be effective. If they are too complex, they can’t provide the desired result in a reasonable period of time and become commonly used.

Last time many studies have appeared that emphasize the feasibility of using ontologies and based on them functions of semantic similarity to compare concepts and/or individuals that can be obtained through the integration of heterogeneous sources of information [2,3,4,5].

The main purpose of this study is the analysis of methods, models and approaches for creating quantity indicators that evaluate a similarity degree of knowledges represented with descriptive logic (DL) tools, their classification and application.

Types and levels of similarity determination
Information/knowledge similarity may be considered and defined on different levels. Namely, we can identify:

1) Conceptual level – determination of similarity between concepts;
2) Knowledge level – determination of the similarity between instances of concepts;
3) Mixed level – determination of the similarity between an instance and a concept.
Similarity measures, as a rule, use the basic Set Theory and they are based on objects commonality. In particular, the basic criteria to determine such measures can be formulated as follows: the value of similarity between objects is not only a result of their common features but it is, also, a result of their differences. This criteria corresponds to the theoretical-informational definition of similarity. The objects, in this case, are concepts and instances of concepts.

We consider approaches for defining similarity measures and corresponding models for evaluating on the each level. But, first, we introduce some definitions used by the most existing models.

**Basic concepts and definitions**

**Definition 1. LCS (Least Concept Subsumer) [23, 24]** – the least common subsumer of concepts. Let L is DL. A description of the concept E in DL L is a LCS of concepts’ descriptions C1, \ldots, Cn in L (shortly LCS(C1, \ldots, Cn)), if:

1. Ci \sqsubseteq E for i = 1, \ldots, n and

2. E is the least description of L-concept that meets the first condition, so as, if E0 is description of L-concept such that Cj \sqsubseteq E0 for all i = 1, \ldots, n, then E \subseteq E0.

At once, it should be noted that LCS doesn’t exist for everyone DL used to represent knowledge, but if LCS exists, it is unique to the point of equivalence. All measures that will be discussed below are based on DL ALC. As shown in [6], LCS always exists for ALC DL and it is defined by the concepts’ disjunction. In the case if the logic doesn’t support the disjunction operator, LCS is calculated by selecting general concept names in its descriptions (within the concepts of the universum and existential constraints for the same role), not taking into account TBox as a whole [6]. But, in this case the result of LCS evaluation may be very common. Based on these considerations, LCS is calculated relative to TBox, on the basis of which the concepts are defined [7].

Taking into account the TBox, LCS definition can be reformulated as follows.

**Definition 2.** Let L1 and L2 are descriptive logics such as L1 is sub-logic of L2, so L1 includes less constructors which are used to build expressions. For given TBox of L2 logic T, L1(T) is set of concept descriptions that can include concepts defined in T. C1, \ldots, Cn are concept descriptions from L1(T), so LCS(C1, \ldots, Cn) in L1(T) w.r.t. TBox T is the description of the most specific L1(T) concept that includes C1, \ldots, Cn on TBox T. In particular, it is such description of L1(T)- concept D, as:

1. Ci \sqsubseteq T D for i = 1, \ldots, n and

2. If E is a description L1(T)- concept such as Ci \sqsubseteq T E for all i = 1, \ldots, n, D \subseteq E.

If LCS for TBox doesn’t exist (for example, in the case of cyclic TBox), its approximation is calculated. It is named Good Common Subsumer (GCS) [25] w.r.t. TBox and it exists for general TBox. GCS is calculated by defining the least conjunction of concepts and their objections which can include a conjunction of concept names of top level for each considered concept and the same conjunction of concepts constituting the rank of existential and universal constraints on the same role. GCS is the most specific covering than LCS calculated unrelated to TBox. But, in a general case, it includes (or it is equivalent) LCS calculated w.r.t. TBox [7].

**MSA (Most Specific is-a Ancestor)**[8] – the most specific ancestor in the hierarchy of the taxonomy. It is defined as binary relation on concepts taxonomy, but semantically it is similar to LCS. Both calculate the most specific generalization of input concepts (w.r.t. the operator of subsume). Their difference is next. MSA works on a taxonomy of concepts and returns one concept, which contains two original concepts (there is their is-a ancestor) and it does not include anyone else what meets the same requirements. LCS is a description that covers input concepts, and, as a result, returns all concepts included in it. If concepts only related by generic relations (TBox is a taxonomy) then LCS is reduced to one ancestor and LCS(C1,C2)=MSA(C1,C2).

MSC is the most specific concept. It is unary relation on a set of individuals of ABox.

**Definition 3.** [25] Let given ABox \(A\) and a is an individual from this ABox, then the most specific concept for a w.r.t. ABox \(A\) is a concept C, denoted as C = MSC\(A\)(a), such that \(A\models C(a)\), and \(\forall D\ such\ that\ A\models D(a)\), C \sqsubseteq D (where \(\models\) is the inference operator).
At once, it should be noted that in the general case of acyclic ABox in the expressive DL MSC cannot be expressed by the final description of the concept [2], it is possible to obtain only its approximation. So, the existence of the most specific concept for an individual of ABox is not guaranteed, or it is difficult to calculate, and the approximation is limited by some depth of a set. A maximal depth of the approximation, as defined in [20], corresponds to the depth of ABox. In this case, we can define the most specific concept MSC(α) or its approximation MSC*(α) for any instance α of ABox.

**Defining a semantic similarity of concepts**

Today, a lot of researches exist that try to transform semantic relations between concepts into some quantitative indicators. It is clear, that the principles of formation of such measures are affected, first of all, by the essence of the compared concepts, and the business problem for the solution of which the similarity functions are chosen or determined. The most of existing studies use a semantic approach in conjunction with a structural one, which compares the descriptions of the concepts under consideration. Certainly, this allows to significantly detail the description, and the influence of syntactic matching can be reduced by using more expressive DLs to represent information and by moving the focus to semantic properties of concepts.

In establishing the degree of semantic correspondence between the concepts of the same ontology, the similarity function, in fact, is a mapping $S: L(T) \times L(T) \rightarrow Y$, where $T$ is TBox of this ontology represented in DL $L$, and Y is real value, which quantifies the degree of similarity. In measures that are based on ratio $Y \in [0,1]$ but another measure models also exist.

In general, the task is more complex. If matching concepts from different ontologies with TBoxes $T_1$ and $T_2$ of DLs $L_1$ and $L_2$, respectively, it is needed to build the mapping $S: L_1(T_1) \times L_2(T_2) \rightarrow Y$.

In any case, the similarity function must have the following properties:

1) let $E$ is a set of items (objects of the same or different ontologies), for which the value of similarity should be determined, then function $S$ is defined on the set $E \times E$;
2) the function $S$ is positively defined, so $S(C,D) \geq 0$;
3) $\forall C,D: S(C,D) \leq S(C,C)$.

Defining the similarity function, it is necessary to understand that concept similarity may be considered both in terms of the degree of their commonality and the degree of their difference, and the similarity function should have a positive correlation with the value of commonality between the concepts and negative correlation with an indicator of the difference between them. It is clear this indicator depends on many factors, namely: the specifics of the content that is studied, the expressiveness and homogeneity of the languages of representation of ontologies, and so on. But the key question in determining a similarity function is “how to calculate the value of commonality (difference) of concepts”, which, in turn, is related to the question “how we collect an investigated information”. It is unlikely that the similarity indicator can be considered as an absolute value, but it should provide the possibility of a reliable ranking of concepts by similarity values. As the main approaches to the defining such function can be distinguished:

1) defining similarity as function of a path-distance between taxons in hierarchy which underlies this ontology [10, 11, 12];
2) evaluating a feature–based semantic similarity [13];
3) defining a value of similarity by information content [14,15];
4) existential similarity of concepts.

The first approach may be applied only based on one ontology, so its usage may be appropriate only if the evaluation is performed on the basis of a single source of information, and the matched information items are concepts of a same ontology or an integrated ontology of information sources. Another approach for calculating semantic similarity uses both general and discrimination features between concepts and/or individuals. Methods of third group are based on Theory of information. They determine measure of similarity between two concepts in the hierarchy from the point of view of the amount of information transmitted directly by the super-concept, which includes the matched concepts. We may name all measures
that are based on features of concepts as the measures of intentional similarity. Under the existential similarity of concepts we will understand the degree of their closeness by the sets of instances that they include.

In the case of matching concepts of different, probably heterogeneous, ontologies listed approaches works only when certain conditions and restrictions are carried out. First, formal representation of these ontologies should support inference engines such as subsume. (Note that subsume engine is supported by basic DL as, for example, $\mathcal{ALC}$). Second, applying the calculation approaches are based on using a general ontology, and local concepts in different ontologies should inherit the structure of description from their general ontology. In [16] some approaches for matching such concepts from different ontologies by their individuals are proposed. Namely, it is made an assumption that when the restrictions are performed the criteria of matching two concepts may be intersection of sets of their individuals. To match descriptions of the concepts that may be united in the general ontology, three main approaches are applied:

- filtering based on path-distance between concepts in the general ontology;
- defining measures based on matching graph that establish one-to-one correspondence between elements of the concept descriptions;
- defining probabilistic measures that give the correspondence in terms of the joint distribution of concepts.

Also, if computation of similarity values is performed for concepts belonging to different ontologies, it is necessary to take into account a difference between formalization levels of specification of these ontologies. Particularly, in [17] a similarity function determines classes of similar entities by matching using synonym sets, semantic neighborhood, and discriminating features that are classified into parts, functions, and attributes. In [9] another approaches are presented. It is aimed at finding common features among concepts or statements.

Listed groups of approaches for similarity computation are based on appropriate models.

The most common evaluation models include:

- feature-based models;
- semantic-network based models;
- models based on information content.

In feature-based models concept C is characterized by set of its features, denoted $\text{ftrs}(C)$. In [18] two groups of measures for such model are proposed:

1) contrast model where the similarity between two concepts C and D is defined by the linear function

$$\text{contra}(C, D) = \theta f(ftrs(C) \cap ftrs(D)) - \alpha f(ftrs(C) \setminus ftrs(D)) - \beta f(ftrs(D) \setminus ftrs(C)),$$

where $\setminus$ is operation of sets difference, $\alpha$, $\beta$ and $\theta$ non negative constants, and $f(.)$ expresses a number of features in the set;

2) a normalized model of the ratio where similarity is defined as quotient of the sets:

$$\text{sim}(C, D) = \frac{f(ftrs(C) \cap ftrs(D))}{f(ftrs(C) \cup ftrs(D))}$$

If suppose that similarity function is symmetric then $\alpha = \beta = 0.5$. Assuming that the function $f$ is distributive on intersected sets then $\text{sim}(C, D)$ may be transformed as follows:

$$\text{sim}(C, D) = \frac{2 f(ftrs(C) \cap ftrs(D))}{f(ftrs(C)) + f(ftrs(D))}$$

In the semantic-network based models a reference information is given in the semantic-network form that includes node-concepts and, at least, is-a edges (sometimes it contains more complex relations as in WordNet). It is an example of the case when similarity computation is based on measures of path-distance between concepts in the network. As concepts are in the taxonomy (linked by generic relations) so the similarity value between two concepts is computed by calculating edges on the path from considered concepts to their closer ancestor. If the entities are divided by only some connections then they are rated as similar. The more connections they share, the less similar they are [8, 19, 12, 20]. So, to evaluate similarity of
concepts C and D it is found the most specific is—a ancestor E = MSA(C,D) of C and D and
a similarity measure is computed as the sum of path distances from C to E and from E to
D. More advanced estimates may take into account the depth of the concept MSA(C, D),
the density of the edges at the path nodes, and the weight of the edges.

In the models based on information content the information pr(C) about the probability that entity is described by the concept is
used as well as semantic network. This probability, as usual, is estimated based on an initial particlar task.

The value of information content is measured based on the probability pr(C) as
IC(C) = def − log pr(C). In [21] it is proposed the measure of the similarity of the concepts C and D based on probabilistic estimation of
their MSA:

\[ sim(C, D) = \text{def } IC(MSA(C, D)) = \text{def } − \log pr(MSA(C, D)). \]

In [22] it is proposed the measure of the path distance in the network based on their information content. It takes into account such factors as the depth and density of the edges of the path between the concepts is:

\[ \text{dist}(C, D) = \text{def } IC(C) + IC(D) - 2*IC(MSA(C, D)) \]

In [18] it is proposed the similarity measure that defined by the ratio:

\[ sim(C, D) = \text{def } \frac{(2*IC(MSA(C, D))))}{(IC(C) + IC(D))} \]

\[ sim(C, D) = \text{def } \frac{2 * f((C, D))}{2 * f(lsc(C, D)) + f(diff(C, D)) + f(diff(D, C))} \]

Note, the function f is a counter of properties, possibly weighted, in these measures.

Now, let consider the model of the semantic network. When the network is an hierarchy and the concept C has is—a ancestor: U1, U2, U3, ..., Un-1, Un, introduce the concept C* such that C := C* U1 U1 U2 U2 U3 ... n-1 Un Un. In the result T-Box the defined concept has the same hierarchy as initial nodes in the semantic network. Moreover, if the source network U1, U2, ... Un = T is the path to the root of is—a hierarchy then the normal form of the concept U1 in DL is nf(U1) = U1.(1)^*n
U2.(2)^*n...Un.(n-1)^*. Other words, if the network is a tree then concept’s cardinality

\[ \text{Defining similarity values for DL descriptions of concepts} \]

All metrics above are defined for atomic concepts. But these measures may be reformulated for complex DL concepts. Note, we suppose that the concept descriptions are represented in basic DL which support only operation of intersection of concepts. Any description of a complex concept may be normalized, namely, decomposed in such way that it will contain only atomic concepts. Usually, this is done simply by substituting the concept descriptions in the definition instead of non-atomic concepts. Denote as nf(C) the set of atomic concepts which is in the normal form of the concept C. Note that C \subseteq D (where \subseteq - structural subsumption), if nf(D) \subseteq nf(C).

Taking into account given structural description of the concept, the measures above can be reformulated as follows.

For feature-based model, we will consider features of the concept as atomic concepts and a complex concept as conjunction of these atomic concepts. Considering the peculiarities of the intersection and the difference of the sets of atomic properties, the similarity measures, under the conditions of their symmetry, can be determined as follows:

\[ \text{contra}(C, D) = \text{def } f(lcs(C, D)) \]

\[ - 0,5 * f(diff(C, D)) \]

\[ - 0,5 * f(diff(D, C)) \]

is the normal form of the concept C - |nf(C)|
and it is equal to the distance of the path from node U1 to the root. Paths from C and D to the root are intersected in E = MSA(C,D), that is the same as LCS(C,D) on the subsumption hierarchy. Then the distance between the concepts C and D may be defined as follows:

\[ \text{dist}(C, D) = \text{def } IC(C) + IC(D) - 2*IC(lcs(C, D)) \]

\[ \text{sim}(C, D) = \text{def } (2*IC(lsc(C, D))))/(IC(C) + IC(D)) \]

Respectively, for information models:

\[ \text{dist}(C, D) = \text{def } IC(C) + IC(D) - 2*IC(lcs(C, D)) \]

\[ \text{sim}(C, D) = \text{def } (2*IC(lsc(C, D))))/(IC(C) + IC(D)) \]
Existential measures of the concept similarity

In the existential approaches a similarity value is calculated by counting joint instances of the concept extensions [26] or by measuring a content variation between concepts [27, 28, 29].

As a rule, an ontology has a structure which is more complex than simple taxonomy. So, similarity measures that are based on distances in the taxonomy or based on usage of MSA can’t be applied.

Note that the semantic relation of subsumption is based on canonic interpretation of ABox and assumption of unique namespace (UN A) of DL. It follows that the interpretation of the instances of ABox are themselves, and different individuals, corresponding to different objects of the business area, have different names in the namespace. So, we will determine the similarity measure based on their extensions in the canonical interpretation of DL [25].

Let \( \mathcal{L} \) is a set of concepts in DL \( \mathcal{ALC} \), a \( \mathcal{A} \) is ABox with the canonical interpretation \( \mathcal{I} \).

The semantic similarity of concepts \( s \) is a function: \( \mathcal{L} \times \mathcal{L} \rightarrow [0,1] \), that is defined as:

\[
s(C, D) = \frac{|I|^2}{|C|^2 + |D|^2 - |I|^2} \cdot \max(|I|^2) \]

\[
= \frac{|C|^2 - |I|^2}{|C|^2 + |D|^2 - |I|^2},
\]

where \( I = C \cap D \) and \( (.)^2 \) is an extension of the concept in the interpretation \( \mathcal{I} \).

The measure above may be justified as follows. If the concepts \( C \) and \( D \) are equivalent (both \( C \subseteq D \) and \( D \subseteq C \) are true) then \( s = 1 \). If the concepts are different at whole and intersection of their extensions is empty, then the similarity value is a minimal, so it is equal 0. In the case of non-empty intersection of the concepts the measure has a value in the rank from 0 to 1. So, this measure expresses a degree of the similarity of the concepts \( C \) and \( D \) reduced on the value of \( \max(|I|^2)/|C|^2 \cdot |D|^2 = |[I]^2|/|D|^2 \). This value presents a difference of these concepts. It means that the similarity is considered as value weighted respectively the similarity degree (it is not absolute value). This measure corresponds to a rather strict semantic relation between the concepts, which is provided by the subsumption.

Measures of GCS-similarity of the concepts

The measures of GCS-similarity are determined based on the term of GCS-cover. They may be applied in the cases when other measures, namely, ones based on concept extensions intersections, information content or path distance, don’t work. The measures based on GCS also use the term of a concept extension but the similarity value is defined as variation of number of instances in the concepts’ extensions relatively the number of instances in the extension of their super-concept instead of counting common instances of the concepts. The common super-concept is defined by GCS of the concepts and the measure w.r.t. TBox \( \mathcal{T} \) of \( \mathcal{ALC} \) is formally determined as follows.

\( \mathcal{T} \) is \( \mathcal{ALC} \)- TBox. \( \mathcal{L} \) is descriptive logic that include \( \mathcal{ALC} \). C and D are concept descriptions in \( \mathcal{L}(\mathcal{T}) \). Then a semantic similarity measure \( s \) is a function \( \mathcal{S}: (\mathcal{T}) \times (\mathcal{T}) \rightarrow [0,1] \) that determined as follows

\[
\mathcal{S}(C, D) = \min(|C|^2, |D|^2) \frac{|I|^2}{|\mathcal{GCS}(C, D)|^2} \cdot \left( 1 - \frac{|\mathcal{GCS}(C, D)|^2}{|\Delta|^2} \right)
\]

where \( (.)^2 \) calculates a concept’s extension w.r.t. interpretation \( \mathcal{I} \) (canonical interpretation [2, 9]).

So, if two concepts are semantically similar they should have good common super-concept that is close to both concepts, namely, it is extension of super-concept which contains a lot of individuals that are common with initial concepts. In such case the value of the function is approaching 1. Vise versa, if the initial concepts are very different, then their GCS and their super-concept contains many instances that do not belong to the source concepts, i.e. the value of the similarity will approach 0. This measure doesn’t require the intersection of the concepts and doesn’t take into account the path distance between them. Moreover, to
avoid obtaining an incorrect value of similarity in the case when one concept is very similar to the super-concept and very different from another concept, which is compared, the minimal extension of concepts is considered in the measure’s definition.

**Defining the similarity measures at knowledge and mixed levels**

Recall that similarity metrics of knowledge and mixed levels are measures for determining values of matching individuals and an individual and a concept, respectively. Determining measures involving individuals is based on the term of the Most Specific Concept (MSC). We can compute MSC or its approximation for each instance in ABox. These terms are equivalent in some cases.

Let a and b are two instances of ABox, A*=MSC*(a), B*=MSC*(b). Then, semantic similarity measures may be applied to the descriptions of the concepts A* and B*, and a result value will express the degree of similarity of corresponding individuals:

\[ \forall a,b: s(a,b) = s(A*,B*) = s(MSC*(a), MSC*(b)) \]

Likewise, the value of similarity between the descriptions of the concept C and the individual a may be determined by determining the approximation of MSC of the instances and further applying the similarity measure to the concept C and the approximation MSC* of the instance a:

\[ \forall a,C: s(a,C) = s(A*,C) = s(MSC*(a), C) \]

So, both measures are reduced to determining the similarity of the concept descriptions after preliminary approximation of instances. In this case, any of the above models can be used to calculate the value of similarity of concepts.

It should be noted that the complexity of the proposed methods depends on the complexity of the standard methods of inherits in DL.

**Applying the similarity measures based on the DL ontology POGeometry (an example)**

Consider the application of the measures of similarity of concept descriptions based on their extensions in canonical interpretation DL on an example of the domain ontology POGeometry.

TBox of the domain ontology POGeometry:

Coordinate, GeometricFigure
Vertex ⊑ has.XCoordinate
Vertex ⊑ has.YCoordinate
XCoordinate ⊑ Coordinate
YCoordinate ⊑ Coordinate
Coordinate ⊑ hasValue.NUMBER
Vector ⊑ 2has.Vertex
Vector ⊑ has.VectorLength
Vector ⊑ has.VectorAngle
VertexLength ⊑ hasType.NUMBER
VertexAngle ⊑ hasType.NUMBER
Height ⊑ hasType.NUMBER
EdgeLenth ⊑ hasType.NUMBER

... Polygon ⊑ GeometricFigure ⊑ has.Vertex ⊑ has.Vector
Circle ⊑ GeometricFigure
Quadrangle ⊑ Polygon ⊑ 4has.Vertex ⊑ 4has.Vector
Triangle ⊑ Polygon ⊑ 3has.Vertex = 3has.Vector
Polygon ⊑ has.Vertex
Polygon ⊑ has.Vector
Triangle ⊑ = 3has.Height
Square ⊑ hasType.NUMBER
GeometricFigure ⊑ has.Square
Circle ⊑ GeometricFigure
ABox:
Triangle(ABC), Triangle(XYZ),
Triangle(A1B1C1), Triangle(B1C1D1),
Triangle(A1C1D1), Triangle(A1B1D1),
Triangle(X1X2X3), Triangle(X2X3X4),
Triangle(X3X4X5), Triangle(X4X5X6), ..., Quadrangle(A1B1C1D1),
Polygon(X1X2X3X4X5X6.), Circle(O1),
Circle(O2)

Taking into account the definitions of the concepts Quadrangle and Triangle we may inherit the subsumption of the concepts Triangle ⊑ Polygon and Quadrangle ⊑ Polygon. So, all individuals of the concepts Triangle and Quadrangle are instances of the concept Polygon.

So, | Polygon | = 47, | Triangle | = 29, | Quadrangle | = 17.

Then, the similarity of the concepts Triangle and Polygon may be determined based on sets of their instances as follows:
Let \( l = \text{Triangle} \cap \text{Polygon} \), then
\[
\begin{align*}
\delta(Polygon, \text{Triangle}) &= \frac{|Polygon^2| + |\text{Triangle}^2| - |l^2|}{|l^2|} \\
&= \max \left( \frac{|Polygon^2|}{|l^2|}, \frac{|\text{Triangle}^2|}{|l^2|} \right) \\
&= \frac{29}{47 + 29 - 29} \cdot \max \left( \frac{29}{29}, \frac{29}{47} \right) = \frac{29}{47} = 0.62
\end{align*}
\]

Taking into account that the interpretations of the concepts Triangle and Quadrangle have no intersection
\( |l^2| = 0 \), where \( l = \text{Triangle} \cap \text{Quadrangle} \),
their values of similarity by instances will also be equal 0. In this case, certainly, the feature-based similarity measures or similarity measures using the least common subsumer are more reliable.

It should be noted that shown example is based on basic DL which use only

the inter-section constructor, and TBox, in fact, is a taxonomy. So, LCS always exists for their concepts, and for any concepts \( C \) and \( D \) from this TBox the statement \( LCS(C, D) = MSA(C, D) \) is the true. Particularly, \( \text{Polygon} = LCS(\text{Triangle}, \text{Quadrangle}) = MSA(\text{Triangle}, \text{Quadrangle}) \).

The function of the similarity concepts based on LCS may be defined based on the path distances between concepts or based on intersections of extensions of corresponding concepts (their sets of individuals).

\[
dist(\text{Triangle}, \text{Quadrangle}) = \text{def} \left( |nf(\text{Quadrangle})| + |nf(\text{Triangle})| - 2*|nf(lcs(\text{Triangle}, \text{Quadrangle}))| \right) = |nf(\text{Quadrangle})| + |nf(\text{Triangle})| - 2*|nf(\text{Polygon})| = 2 + 2 - 2*1 = 2
\]

Using feature-based model the similarity measure is:

\[
s(\text{Triangle}, \text{Quadrangle}) = \text{def} \frac{2f(\text{ftrs(\text{Triangle})} \cap \text{ftrs(\text{Quadrangle})})}{f(\text{ftrs(\text{Triangle})}) + f(\text{ftrs(\text{Quadrangle})})} = \frac{2 \cdot 1}{3 + 3} = \frac{1}{3}
\]

Taking into account that, in this case, \( GCS = LCS = MSA \) the similarity value is:

\[
S(\text{Triangle}, \text{Quadrangle}) = \frac{\min(|\text{Triangle}^J|, |\text{Quadrangle}^J|)}{|(LCS(\text{Triangle}, \text{Quadrangle}))^J|} \left( 1 - \frac{|LCS(\text{Triangle}, \text{Quadrangle})^J|}{|\Delta^J|} \right) \left( 1 - \frac{\min(|\text{Triangle}^J|, |\text{Quadrangle}^J|)}{|(LCS(\text{Triangle}, \text{Quadrangle}))^J|} \right) \min \left( \frac{|\text{Polygon}^J|}{|\Delta^J|} \right) \left( 1 - \frac{|\text{Polygon}^J|}{|\Delta^J|} \right) \left( 1 - \frac{\min(|\text{Triangle}^J|, |\text{Quadrangle}^J|)}{|\text{Polygon}^J|} \right) = \frac{17}{47} \left( 1 - \frac{47}{49} \right) \left( 1 - \frac{17}{47} \right) = \frac{17}{47} \cdot \frac{19}{49} \approx 0.14
\]
Conclusions

In this paper the analysis of semantic similarity indicators, classified by approaches and estimation models is carried out. Described measures use semantic reasoning such as, for example, instances checking of given ABox (it means calculating the concepts extensions). The internal complexity of expressive DL languages, such as ALC, causes the non-effectiveness of structural approaches to reasoning, so the definition of similarity functions is based on the use of The Set Theory. This allows the use of numerical approaches at the symbolic level of representation of DL.

The estimation models and similarity measures on different estimation levels are analyzed in the article. The main is defining similarity between concepts (models of conceptual level). The tasks of calculating the values of similarity between individuals or between an individual and a concept reduced to finding MSC for individual(s) and estimating similarity of appropriate concepts.

The most of described measures are built based on basic DLs which support only intersection constructor. But described approaches may be applied for any DL that provides basic reasoning services, namely: instances checking and MSC (approximation).

Proposed similarity measures may be useful for resolving a lot of different problems of different types, particularly big data problems such as, for example, information retrieval in the context of terminological systems of knowledge representation, data classification and categorization, etc.
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