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The authors investigate the asymptotic behavior of solutions of the damped nonlinear oscillator equation
" + a(t)|z'|%sgn (') + f(x) = 0,

where uf(u) > 0 foru # 0, a(t) > 0, and « is a positive constant with 0 < « < 1. The case a = 1
has been investigated by a number of other authors. Here, it is shown that the behavior of solutions in the
case of sublinear damping (0 < « < 1) is completely different from that in the case of linear damping
(a = 1). Sufficient conditions for all nonoscillatory solutions to converge to zero and sufficient conditions
for the existence of a nonoscillatory solution that does not converge to zero are given. They also give
sufficient conditions for all solutions to be nonoscillatory. Some open problems for future research are
also indicated.

Busuaemuvca acumnmomuuna nodeoiHka po3e’a3Kieé HeAIHIlIHO20 PIBHAHHA 3 KOAUBAHHAM MA 320CAH-
HAM
2" +a(t)|2’|*sgn () + f(z) = 0,

oe uf(u) > 00aau # 0, a(t) > 0 ma « — dodamna cmana, wo 3a006oavsae ymosy 0 < a < 1.
Bunadox o = 1 6yao poseasnymo inwumu asmopamu. Ilokasarno, uo nosedinka po3e’a3xis y UNaoky
CyOainiliHO20 32acanns, mobmo 0aa 0 < «a < 1, nogricmio i0pisHAEMbCA 6i0 NOBEOIHKU Y BUNAOKY
AiHiliHO?20 32acanna (o = 1). Hasedeno docmamui ymosu 30iicHOCMi 00 HYAA PO36°A3KI8, U0 He €
KOAUBHUMU, 4 MAKON OOCMAMHI YMOBU ICHYBAHHA PO36’A3KIB, W0 He € KOAUBHUMU i He 30ieatombesa
00 Hyada. Kpim yvo20 nHasedero 0ocmammi ymosu 041 moz0, ulo6 6ci po3s’a3xku 6yau HeKOAUSHUMU.
Chopmyavosaro Kiavka 6I0KpUMUX NUMAHB 048 NOOAALULO20 OOCAIOHCEHHAL.

1. Introduction. In this paper, we investigate the asymptotic behavior of the solutions of the
damped nonautonomous nonlinear differential equation

o +a(t)|a|*sgn (2) + f(x) = 0, (1.1)
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BEHAVIOR OF SOLUTIONS OF SECOND ORDER DIFFERENTIAL EQUATIONS WITH SUBLINEAR DAMPING 187

where a : [0,00) — [0,00) and f : (—00,00) — (—00, 00) are continuous, uf(u) > 0 for u # 0,
and « is a positive constant with 0 < « < 1. The literature on the attractivity behavior in the
case of linear damping, i.e., for the equation

2" +a(t)r' + f(z) =0, (1.2)

as well as for the related equation

2+ q(t)f(x) = 0

is quite large since these are classical problems in the study of ordinary differential equations.
There are a great number of generalizations and extensions to equations with different kinds
of nonlinearities especially for « > 1. Attractivity criteria in the case o > 1 are often based on
the fact that |u|*® < |u| for @ > 1 and |u| < 1. Such estimates do not holdif 0 < o < 1, and
this partially explains why this case has not been as extensively studied.

In [1,2], the authors investigated autonomous equations with sublinear damping. As a speci-
al case of more general results, we obtained that every solution of (1.1) with 0 < a < 1 and
a(t) = a, i.e., the equation

o + al2’|"sgn (2') + f(x) = 0, (1.3)

is nonoscillatory. On the other hand, it can easily be proved that for « > 1, every solution
of (1.3) is oscillatory. As we will see, if the equation is nonautonomous, the situation is more
complicated and correspondingly more interesting.

In the case of the nonlinear equation (1.1), the damping effect is a result of two factors,
namely, the size of the coefficient a(t) and the value of a. We will refer to the damping as being
linear, sublinear, or superlinear depending on whether we have a = 1,0 < a < 1,0r o > 1,
respectively. For equation (1.1) with a linear damping term, i.e., equation (1.2), it is known (see
[3]; also see Lemma 1.1 below) that a solution either oscillates or is eventually monotonic. As a
consequence, in this case, if the damping coefficient a(¢) is too small, then all solutions oscillate
and there are some solutions that do not tend to zero as ¢ — oo; this has been referred to as
under damping. On the other hand, if a(t) is too large, then all solutions are nonoscillatory and
there are solutions that do not approach zero. This situation is known as over damping. Between
these two extreme cases, we have what is called small damping if all solutions oscillate and tend
to zero as t — oo, and large damping if the solutions are nonoscillatory and tend to zero as
t — oo. Although this classification of damping phenomena was originally applied to the linear
equation with linear damping, i.e., equation (1.2) with f(z) = x (see [4]), it can also be applied
to the nonlinear equation (1.1) as well. But it should be kept in mind that for equation (1.1), the
total damping effect depends on both the size of a(t) and the value of a.

To illustrate these various behaviors, consider the Figures 1—5 that represent the solutions
of equation (1.1) in the case of under damping, small damping, constant damping, large dam-
ping, and over damping in the superlinear (o« = 2), linear (o« = 1), and sublinear (o« = 0,5)
cases, respectively. All these simulations were produced taking f(z) = z.
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188 J. KARSAI, J.R. GRAEF

Fig. 1. Under damping: =" +

/|« / _
(1+t)2|$‘ sgn(z') +x = 0.

-0,02 =0,01

-0,01

-0,02

Fig. 2. Small damping: ="/ + |z'|%sgn (z') + = = 0.

1+t

Fig. 3. Constant damping: " + |z'|*sgn (z') + = = 0.
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Fig. 5. Over damping: =’/ + (1 4 t)?|2’|*sgn (z') + 2 = 0.

Our interest in this paper is an examination of the impact of the nonlinear damping term on

the resulting large and over damping effects that result in equation (1.1). To further illustrate the
1
interaction between a(t) and «, consider the following examples. Observe that z;(t) = 1+ T+¢

is an over damped solution of each of the equations

44+5t+4t2 4+
x// ( )$/+x20’

1+t

2+ (146> (445t +482 +1) 2 42 =0,

(445t +4t>+17)

2
" sen (o) o'l + 2 = 0,

x 5
(1+1)3
44+5t+41% 13
v R )sgn(;v’) |2'| +2 =0,
and
445t +4t% + 3
z” ( )sgn(az’)\m’\%—kxzo.

(1+t)§
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190 J. KARSAI, J.R. GRAEF

To see the large damping effect, observe that zo(t) = T s is a solution of each of the equations

3+ 2t + 2
x"—f—gx/—f—mzo,
1+t

2"+ (14 4)* (342t + %) 2 + 2 =0,

o (3+2t+1t?)

2
(1+t)§ sgn (o)) 2|3 + 2 = 0,
3

o (3+2t+t%)

(1+t)2 sgn (') \/|2'| +x =0,

and

342t + ¢ 1
" + (—7)sgn (@) |22 +2 = 0.
(1+1¢)3

Notice that the smaller the value of « in the damping term a(t)|z'|“sgn (z'), the smaller the
“degree"of a(t) that is needed to result in an over damping effect. In addition, while in the
case of linear damping, nonoscillatory solutions do not exist for 0 < a(t) < ag, where ag
is small enough (e.g., a(t) < 2 for f(x) = x), the last example above shows that there can
exist monotone solutions in the sublinear damping case even if lim; .., a(t) = 0. On the other
hand, Figures 4 and 5 show that solutions can oscillate in the case of superlinear damping with
lim;_,~ a(t) = oo, while in the linear and sublinear cases, over damped behavior is observed.

The following type of lemma has proved to be fundamental in the study of these kinds of
problems.

Lemma 1.1. Let x(t) be a solution of (1.1) with x'(t;)
t € (t1,t2). Then, there exists t € (t1,to) such that x(t) =
(1.1) is either oscillatory or eventually monotonic.

= 2'(t2) = 0and 2/'(t) # 0 for
0. Consequently, every solution of

The proof is analogous to the proof of Lemma 1 in [5], and so in the interest of space, we
omit the details. The next lemma is independent of the value of @ > 0 and guarantees that
nonoscillatory solutions have to eventually decrease in absolute value. A proof of this lemma
can be found in [6] where equation (1.1) with o > 1 is considered.

Lemma 1.2. Suppose that f is nondecreasing. Let z(t) be a solution of (1.1) such that x(t1) #
# 0and x(t)x'(t) > 0 forallt € (t1,t2). Thenty —t1 < |2/(t1)/f(x(t1))]-

At times, we will make use of the energy function

12
vy = ZO L paw), where Fa) = / T f(w) du. (14)

2

It is easy to see that along solutions of (1.1), we have
V'(t) = —a(t)]2'(t)|*T <0 (1.5)
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so that the energy along solutions is nonincreasing. Our results in the remainder of this paper
will require that the function f be nondecreasing. This ensures that lim,_,., F'(z) = oo and
guarantees that every solution is continuable and is bounded on [0, o).

The remainder of the paper is devoted primarily to the study of equation (1.1) with a
sublinear damping term, i.e., with 0 < a < 1. The next section contains our results on the
asymptotic behavior of nonoscillatory solutions of equation (1.1). We give sufficient conditions
for all nonoscillatory solutions to converge to zero and sufficient conditions for the existence of
a nonoscillatory solution that does not converge to zero. In the last section, we give sufficient
conditions for all solutions to be nonoscillatory.

2. Properties of nonoscillatory solutions. Necessary and sufficient conditions to guarantee
that every nonoscillatory solution of (1.1) with a linear damping term (o« = 1) tends to zero
were given by Smith [4].

Theorem 2.1 ([4], Theorem 1). Assume that a(t) > ay > 0. Then every nonoscillatory
solution of the equation

2 +at)r'+x =0 (2.1)
tends to zero ast — oo if and only if
/eH(s) /eH(“)duds = 00, (2.2)
0 0

t
where H(t) = / a(s)ds.
0
The proof of this theorem is based on the fact that by integrating equation (2.1), the deri-
vative of a solution can be written in the form

t

2(8) = exp | — / a(s)ds| | 2/(T) - j 2(s) exp / a(u)du| ds
0

T 0

S

For each nonoscillatory solution of (1.1), we can also obtain a similar expression. Let the soluti-
on z(t) be monotonic and satisfy z(¢)z’(¢) < 0 on the interval [T, c0). Then, equation (1.1) can
be written in the form

2”(t) + a(t)]a’ ()] 2’ (8) + f(a(t) = 0.

Observe that the function |u|*~! (u > 0) is increasing for a > 1, and is decreasing and has a
singularity at w = 0if 0 < o < 1. Integrating this equation, we obtain

2'(t) = exp —/a(s)]w’(s)alds X
T

S

X a:/(T)—/f(x(s)) exp /a(u)|x/(u)\a1du ds | . (2.3)
T

T
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192 J. KARSAL J.R. GRAEF

This expression is the basis for generalizations of Smith’s result to more general equations, such
as

" +g(t,x, 2’2’ + f(x) = 0;

see, for example [3, 5, 7-11].
By deriving appropriate estimates for 2/(¢), we will be able to obtain results for the case of
sublinear damping.

Theorem 2.2. Assume that0 < o < 1, f is nondecreasing, and

[e.e] T T S

/exp —/L ?_a /exp /L ?_a dsdr = oo (2.4)
B o B o
0 0 0 0
for every constant L > 0, where
t t s
B(t) := exp —/a(s)ds /exp /a(u)du ds.
0 0 0

Then lim;_, xz(t) = 0 for every nonoscillatory solution x(t) of (1.1).

Proof. To the contrary, assume that x(¢) is solution of (1.1) that is nonoscillatory on some
interval [T}, 00), T} > 0, and that z(¢) does not tend to zero as ¢ — oo. In view of Lemmas 1.1
and 1.2, we can assume that z(¢) > 0 and 2/(¢) < 0 on [T}, c0). Moreover, since z(t) is bounded,
it must be the case that 2/(t) — 0 ast — oo, so choose T' > T; such that |2/(¢)| < 1fort > T.
Letting § = inf;>7 f(2(¢)) and replacing 7" in (2.3) by 27", we have

s

2(t) < —Sexp —/ta(5)|x/(s)|a_1d5 jexp /a(u)|x/(u)|a_ldu ds =
2T

2T T

t

t
= —5/exp —/a(u)|1:/(u)]a_1du ds.
2T

S

An integration from 27 to t yields

0 < 2(t) < 2(2T) — 6 /t / exp |- / a(w)|z (w)[*~Ldu | ds dr. (2.5)

2T 2T s

We wish to obtain a lower estimate for the integral on the right-hand side of the above inequali-
ty so that condition (2.4) will imply that the right-hand side of (2.5) tends to —oco as t — oc.
This will contradict the fact that x(¢) is positive and complete the proof of the theorem.

To obtain this lower bound on the above integral, we must derive an upper estimate for
a(t)|z'|*1(t) on [T,t). Now since 0 < « < 1, this in turn means we need a lower estimate for
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|2’ (t)]. Let y(t) = |2/(t)| = —2'(t); then from (1.1), we obtain

Mﬂzﬁﬂ—/d%ﬂ$%+/ﬂdm%,
T T

and since |y(¢)| < 1and 0 < « < 1, this implies

) = 4(0) 2 (@)~ [ als)a(s)ds -+ 3(¢ ~ 7).
T

By a standard differential inequalities argument, we have

z(t) >

\Y
D
»
T

|

Ne— _

=)
—~
N
IS
»
=,
N
~—
—+
(o9
]
[
T
e
—~
<
~—
U
IS
U
»
Vv

Thus,

MWﬂ@PlSa@(M%Q(X=k o)

fort > T, where k = 6@~/ Tt follows that

/t/TeXp _/Ta(“)xl(uﬂa_ldu dsdr >

2T 2T s
t T T
Z//exp —k:/k a(ul)_a du| dsdr.
B(u) ™=
2T 2T s

193

(2.6)

Note that taking the integral on [27, c0), we avoided the singularity of 1/B(¢) att = T'. This

completes the proof of the theorem.

The following result is the counterpart to Theorem 2.2; it gives conditions for the existence

of a nonoscillatory solution that does not tend to zero.

Theorem 2.3. Assume that0) < o < 1,0 < ag < a(t), and f is nondecreasing. If

e} T T S

/exp —/LBlaa /exp /LBlaa dsdr < oo
0 0

0 0
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194 J. KARSAL J.R. GRAEF

for every constant L > 0, where B(t) is defined in Theorem 2.2, then there exists a nonoscillatory
solution of (1.1) such that lim;_,~, z(t) # 0.

Proof. We are going to construct a solution of (1.1) that does not tend to zero. Consider the
solution with the initial conditions z(7") > 0, F(z(T)) = 1/2 and 2/(T") = 0, where T will be
chosen later. Assuming that the statement is not true, this solution is either oscillatory, or it is
monotone decreasing on [T, 00) and lim; .o z(t) = 0. Let K := sup;~p |f(z(t))] < oo; note
that the value of K depends only on the initial conditions since the energy function defined in
(1.4) is nonincreasing. Let [T, T') be the maximal interval to the right of 7" on which z(t) > 0.
Note that we may have T = oo. Now, 2/(¢) is negative on some interval to the right of T, so
choose 71 > T such that z(t) > =(T")/2 for t € [T,T}]. Taking 77 in (2.3) in place of T', for

t € [Th,T), we then have

2'(t) = exp —/a(s)|x/(s)|°‘1d5 X
T

« x'(Tl)—/f(x(s))exp /a(u)\x'(u)|o‘_1du ds | . 2.8)

T1 Tl

Next observe that y2(t) = [2/(t)]> < 2V (t) < 2V(T) = 2F(z(T)) = 1,s0y(t) < 1 for
t > T.Letz2(t) = |2/(t)] = —2/(t); then from (1.1), we have

Z = —a(t)z?(t) + f(2(t) < —a(t)z(t) + K < —a(t)2(t) + K,

from which it follows that

2(t) < Kexp | — /t a(s)ds j exp / a(u)du| ds < KB(1).
T T

‘We then have

al*0) 2 s > Kigiers

fort > T, where K1 = K*~!. We can then bound the first term in (2.8) as follows:

t

' (Th) exp —/a(s)]m’(s)a_lds > —|2'(T)| exp —/Kle(z)(s)dS

Ty T
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For the second term in (2.8), we have

~exp —/ta(s)|x'(s)|°‘_1ds /f(x(s))exp /a(u)]m’(uﬂo‘_ldu ds >
Ty

v
|
~
—~~
=
»
=
€}
»
T

—/a(u)\x’(uﬂaldu ds >

Ty L S

v
|
~
—~
2
»
Nt
D
»
T

_/KlBla—(Zzu)du ds >

—K/exp /KlB1 du| ds.

Applying the above estimates to (2.8) and then integrating from 73 to ¢, we obtain

Y

z(t) > z(Th) — |2/ (Ty) ]/exp /KlBl )du ds—

—K//exp /KlBl — dw du ds. (2.9)

T Th

Now I’Hopital’s rule shows that 1/B(t) is bounded below away from zero, and since a(t) is as
well, we see that the first integral in (2.9) converges. Hence, T can be chosen such that

t

|z (T1)|/exp /KlBl() du| ds < F71(3)/8 = z(T)/8.

*(u)
Ty T

The last term in (2.9) can be estimated from above by
//exp /KlBl - dw duds <
Ty Ty

t T
a(u)
S K/ exXp —/KlBl_a(u)dU dsdr.
T Ty

S
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The integral on the right is equivalent to (2.7) and so it converges; for sufficiently large 7', it can
1

be bounded above by z(T)/8 = F~1 (5)/8, where F~! is the inverse function of F on [0, c0).

Thus, we are able to choose 7' > 0 so that (2.9) yields

o(0) 2 a(Ty) — (D)8 — (D)8 = o)/t = 7 (1) /1

and we see that the solution z(¢) does not tend to zero.

Remark 2.1. Notice that if « = 1, then Theorems 2.2 and 2.3 taken together become equi-
valent to Theorem 2.1 of Smith above.

Applying our results above can be difficult due to complicated structure of the expression

t T

exp |- / h(r)dr 0/ exp / h(s)ds| dr

0 0

which appears nested within both conditions (2.4) and (2.7). The following two lemmas will aid
in formulating some criteria that are somewhat easier to apply than Theorems 2.2 and 2.3.

Lemma 2.1. Assume that h(t) > 0 is nondecreasing. Then

t

t
tlim h(t) exp —/h(T) dr /exp /h(s) ds| dr > 1.
0

0 0

T

The proof of the above lemma as well as the following lemma can be found in [6].

= 0. Then

Lemma 2.2. Assume that liminf; . h(t) > 0 and lim;_, o,

ISSN 1562-3076. Heainitini koausanns, 2005, m. 8, N2 2



BEHAVIOR OF SOLUTIONS OF SECOND ORDER DIFFERENTIAL EQUATIONS WITH SUBLINEAR DAMPING 197

Now assume that a(t) < a(t), where a(t) is nondecreasing. From Lemma 2.1, we have

B(t) = exp | — ] a(s)ds /t exp / a(w)du| ds >
0 0

v

exp —/ta(s)ds /texp /a(u)du ds >
0 0
exp |- O/t a(s)ds O/t Zigexp / a(u)du | ds =

= |1—exp —/d(s)ds /&(t) > k/a(t),

where the last inequality holds for ¢ > T for some k£ > 0 and some sufficiently large 7" > 0.
Thus,

Vv

a(t)/Ba" (t) < ka(t)t/®

fort > T, where k) = e Repeating the above argument, we obtain the following corollary
to Theorem 2.2.

Corollary 2.1. Assume that 0 < o < 1, f is nondecreasing, 0 < a(t) < a(t), a(t) is
nondecreasing, and

(e}

1
/ T dt = oco. (2.10)

0

Then lim;_,« x(t) = 0 for every nonoscillatory solution x(t) of (1.1).

Similar arguments, together with an application of Lemma 2.2 using a lower estimate on
a(t), yield an upper estimate for the integral in (2.7). As a consequence, we have the following
corollary to Theorem 2.3.

Corollary 2.2. Assume that 0 < « < 1, f is nondecreasing, 0 < ag < a(t) < a(t), a(t) is
differentiable, lim;_,, a'(t)/a(t) = 0, and

o0

0

Then there exists a nonoscillatory solution x(t) of (1.1) such that lim;_,. x(t) = 0.
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198 J. KARSAI, J.R. GRAEF

Proof. First note that an upper estimate for the integral B(¢) can be obtained by replacing
a(t) by a(t). Hence, from Lemma 2.2 with h(t) = a(t), we have

S

B(t) = exp | — j a(s)ds /t exp / a(u)du| ds <
0 0

L0 i

s

exp —/ta(s)ds /texp /a(u)du ds
0 0

0

IA
IA
>

)
o
~
N

for some K > 0andt > t; with ¢; sufficiently large. This implies that the function a(t)/B'~%(¢)
in condition (2.7) can be estimated from below by

a(t) a® ()
Blfa(t) = Kl-a -’

If we again apply Lemma 2.2 this time with h(t) = a?>~%(t), we see that there exists a number

K such that

oo T a T S a o 1
/exp — / LBl—a /eXp /LBl—oz dsdr S Kl / F“(T)d’r,
0 0 0

0 0

and this completes the proof of the corollary.

Applying Corollaries 2.1 and 2.2 to the case ¢1t7 < a(t) < cot? with0 < v < gand ¢; < co,
we obtain that if 0 < «, then every nonoscillatory solution of (1.1) tends to zero as t — oo,
and if v(2 — «) > 1, then there exists a nonoscillatory solution that does not tend to zero.
These results verify our preliminary observations that over damping appears for much smaller
functions a(t) in the case of sublinear damping than it does for the case of linear damping.

Remark 2.2. .emmas 2.1 and 2.2 show that conditions (2.4) and (2.7) are essentially equi-
valent to (2.10) and (2.11) above, respectively, in case a(t) is nondecreasing. It remains an open
question as to whether these conditions can be improved.

Remark 2.3. In Lemma 1.2, and consequently in Theorems 2.2 and 2.3 as well as Corollaries
2.1 and 2.2, the condition that f be nondecreasing can be replaced by
f(u) is bounded away from zero if u is bounded away from zero.

3. Sufficient conditions for nonoscillation. Although Lemma 1.1 allows for the existence of
both oscillatory and nonoscillatory solutions, our preliminary examples with f(z) = x and our
results in [1, 2] suggest that, under some mild additional conditions, all solutions of (1.1) may in
fact be nonoscillatory. The following theorem holds.

Theorem 3.1. Assume that a(t) > ag > 0 and lim, ) ) [ (2)|y*'=® = 0 on the
set {(x,y) : Cf(x) = |y|*sgn(y)} for some C > 1/ag. Then every solution x(t) of (1.1) is
nonoscillatory and
1

— ao'

[ ()]
(1))
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For the proof of Theorem 3.1, we need the following lemma that is somewhat interesting in
its own right; its conclusion is independent of the form of the nonlinearity f(x) as well as the
value of o > 0.

Lemma 3.1. Ifa(t) > ag > 0, then lim;_,, V(t) = 0 for every oscillatory solution of (1.1).

Proof. Let x(t) be an oscillatory solution of (1.1) such that lim; ., V(t) = € > 0. Then,
there exists an infinite sequence of intervals [t,, s,] such that ¢, < s, < t,y1, z(t,) = 0,
F(z(sp)) = €/2,and z(t) > 0 and 2/(t) > 0 on [t,, s, forn = 1,2,.... From the definition of
V/(t), we obtain that /2 < [2/(¢)]> < 2K on the intervals [t,, s,], where K = V(t1). Hence,

z(s,) = FHe/2) < V2K (sp — tn).

Now, [/(t)]> > /2 on [t,, s,] implies |2/ (t)|*t! > (¢/2)(@+1)/2 50 an integration of V' (t)
yields

Sn

a(wle' @I du < Vit~ 3 [ atwle' @] du <

S"<ttn

<
—~
~
~—
I
<
—~
~
—
~—
|
~
=
\ﬁ

SV(t) = Y ao(e/2) D (s, — t) — —o0

sp<t

as t — oo. This contradicts the nonnegativity of V' (¢) and completes the proof of the lemma.

Proof of Theorem 3.1. Assume that there exists a nontrivial oscillatory solution z(¢) of (1.1).
By Lemma 3.1, lim;_., V() = 0 along this solution. Let ¢ > 0 be given and choose 7" > 0
such that V(t) < efort > T. The trajectory (z(t),y(t)) = (x(t),2'(t)) passes infinitely many
times through the section defined by

e ={(z,y):2>0,y<0,y*/2+ F(z) <e, Cf(z) > |y|*}.

We will show that if € is small enough, the trajectory cannot leave this region. This means that
the solution is nonoscillatory, which contradicts our assumption.

Clearly, I'¢ is closed and is bounded by the curves G; = {(z,y) : y = 0}, G2 = {(z,y) :
y?/2 + F(z) = ¢}, and G3 = {(z,y) : Cf(z) = |y|*}. Since the tangent vector at y = 0
is (0, —f(x)), the trajectory enters I through GG;. The energy is nonincreasing along z(t), so
the trajectory cannot leave I'c through Gs. Finally, consider the curve C'f(z) = |y|“. Let the
numbers s,, n = 1,2,...,begiven by T' < s1 < ... < $p < Sp+t1, Cf(x(sn)) = |y(sn)|%
x(sp) > 0, and y(s,) < 0. The tangent vector to the trajectory is (y(sn), a(sn)|y(sn)|® —
—f(z(sn)), and the normal vector to the curve G3 is (—Cf'(x(sy))/aly(s,)|* 1, —1). Using
the notation x(s,) = xy, y(sn) = yn, and a(s,) = a,, their scalar product is

oLyl + 1) = ) (S5 @ 0+ ). G

alynlo

Since, C' > 1/ag and lim,, oo /() |yn]|?=®) = 0, it follows that T" can be chosen large enough
so that (3.1) is negative, i.e., the tangent vector to the trajectory at every intersection point
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(z(sn),y(sn)) is directed towards the interior of I'¢. This shows the monotonicity of the soluti-
ons. Since the trajectories are trapped in the region I'¢, the second part of the theorem is also
proved.

Observe that the hypotheses of the above theorem do not explicitely use the assumption
0 < a < 1;the nonlinearity of f(x) is also involved (see the autonomous case in [1,2]. We easily
can see that if f(z) = |x|%sgn (z), the continuity condition takes the simple form 3 > a/(2—a),
which clearly holds if, for example, 0 < a < 1and 3 > 1.

Finally, note that Fig. 2 and the examples in the introduction show that for 0 < o < 1, there
can exist nonoscillatory solutions of equation (1.1) with a(¢) not bounded away from zero, for
example, if a(t) = 1/t* with w > 0. The extension of our nonoscillation result to this case
remains an open problem.
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