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In this paper, a class of second-order superlinear equations is studied. New oscillations criteria are establi-
shed by using a general class of the parameter functions in the averaging techniques. We extend and
improve the oscillation criteria of several authors. One of our results is based on the information of the
whole half-line and the other is based on the information on a sequence subintervals of the whole half-line.

Bueuerno kaac cynepainitinux pieHaHb 0py2020 nOpAoky. Ompumano HO8i Kpumepii ocyuaauili 3a 00-
HOMO?2010 3ACMOCYBAHHA 3A2AAbHO0 KAACY NAPDAMEMPUUHUX PYHKUYII y npouedypi ycepeOnenHsa. Tlo-
UWUPEHO Ma NOKPAULEHO KpUumepii ocuyuaayi, axi 6yau ompumari oeakumu agmopamu. Ooun 3 ompu-
MAHUX Pe3yabmamis 6a3yembcs HA OaHUX HA 8CIUL NIBNPAMIL, [HWUL — HA OAHUX HA NOCAIOOBHOCHI
nidinmepeanis aciei niBNPAMOI.

1. Introduction. This paper is concerned with the second-order nonlinear differential equation
of superlinear type

(r@y'1P2y) + p®ly P2y + q(t) f(y) = 0, (L1)

where r € C(I,RT),p € C(I,R), ¢ € C(I,R), f € CY(R,R) such that yf(y) > 0 and
f'(y) > 0fory # 0, = [tg, <], RT = (0,00), R = (—00,00) and p > 1 is a real number.

This equation can be considered as a generalization of the second-order equation with
damping

(r@)y) +pt)y +q(t)f(y) =0 (12)

which have been the subject of intensive studies in the recent years.

By a solution of (1.1), we mean a function y : [T,,,0c0) — R, T, > to, such that y and
r(t)|y'|P~2y are continuously differentiable and satisfy (1.1) for ¢t > T,,. A solution is said to be
global if it exists on the whole interval. On the other hand a solution, y of (1.1) which exists on
some interval [T, 00), T), > to, is called proper if sup{|y(t)| : t > T'} # Oforall T > T,.
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534 A. TIRYAKI, R. OINAROV

The existence of proper (or global) solutions for the nonlinear second-order differential
equations was investigated in [4, 5]. In [4] Kiguradze and Chanturia established sufficient condi-
tions for all global solutions to be proper. So we shall suppose that (1.1) has proper solutions
and our attention will be restricted to these solutions only.

The oscillation of (1.1) is considered in the usual sense; that is, a solution y of (1.1) is said to
be oscillatory if it has arbitrary large zeros on [T}, c0); otherwise it is said to be nonoscillatory.
Equation (1.1) is said to be oscillatory if all solutions are oscillatory.

Equation (1.1) is said to be superlinear if

o0 —E
Jofrt(u) (= f(u)r?
for all ¢ > 0, and it is said to be sublinear if
rod I
L) L (- fw)e

foralle > 0.
Here we are interested in the oscillation of solutions of (1.1) when (1.3) is satisfied, including
the so-called Emden — Fowler equation

y" +q(t)|y/"sgny = 0, (1.5)

where « is a positive real number.

Since many physical problems are modeled by second-order nonlinear differential equati-
ons, the oscillatory and nonoscillatory behavior of solutions of such differential equations have
been considerably investigated by many authors [1-21] and references therein. Probably, the
most considered equation is Eq. (1.5), which attracted the attention for the first time around
the turn of the century with earlier theories concerning gaseous dynamics in astrophysics. This
equation also appears in the study of fluid mechanics, relativistic mechanics and nuclear physics.

Recently, Philos et al. [11, 12], Meng [9], Li and Yan [6], Yu [21], Lu and Meng [7], Ma-
nojlovic [8], and Tiryaki [16] have studied the oscillatory behavior of superlinear differential
equations. Some of these results involve the Philos type averaging technique. More recently
Qing-Hai Hau and Fang Lu [13] obtained some new oscillation criteria for the superlinear
equation (1.2) including (1.5), by allowing more general means along the lines given in [2, 3].

Our purpose here is to develop oscillation theory for (1.1), without any restriction on the
signs of p(¢), ¢(t) and p/(t) including the well-known Emden — Fowler and half-linear equations,
where p' is the differentiation of the test function used in the main section. We obtain some new
oscillation criteria extending and improving some earlier results. We believe that our approach
is simpler and more general than the recent results for (1.1) with p(¢) = 0 in [17]. We should
note that, in most of the oscillation results for (1.1) and its special cases (e.g.p(t) = 0), the basic
condition on f is given by

>k >0 (1.6)
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for y # 0 and k is constant.
For instance for p = 2, when we take f(y) = |y|"sgny, v > 1 or when we choose f as

f(y) = [yl A+ sin(In(1 + |y[))]sgny

condition (1.6) is not satisfied, hence most of the known methods in the literature for example
[1, 14, 15, 17] cannot be applied. To the best of our knowledge there is no oscillation result on
(1.1), except for the special case p = 2 [13].

We will present theorems in the main results which will be applicable for functions f like
the ones given above.

2. Preliminaries. In order to discuss our main results, we introduce the general mean given
in [2, 3, 17 20] and we shall present some properties, which will be used in the proof of our
results.

Let D1 = {(t,5) : to < s < t} denote a subset of R? and let Dy = {(t,s) : to < s < t}.
Consider a kernel function k(t, s), which is defined, continuous, and sufficiently smooth on Dy,
so that the following conditions are satisfied:

(K1) k(t,t) = 0and k(t,s) > Ofor (¢,s) € Do,

ok
— s (t,s)
(k(t. )1/

Let p € C'(I) and p(t) > 0 on I. We take the integral operator A2, which is defined in [20]

for the first time, in terms of k(t, s) and p(s) and as

(K2) gk (t,s) < 0and A(t,s) := for (t,s) € Do, where ! + L 1.
s p q

AP (i) = / k(t, $)h(s)p(s)ds, t> 7> to, @.1)

where h € C(I). Itis easily seen that A? is linear and positive, and in fact satisfies the following:
A‘T’(alhl + Oézhg;t) = Oqu(hl;t) + OézAg(hg;t), Ag(h, t) >0, (22)

whenever h > 0

AL(W'8) = —k(t, 7)R(r)p(r) — AP <[—>\kzl7 + ’:] h;t> >

\h\;t) .
Here hy, ha, h € C(I) and a1, g are real numbers.
Let D3 = {H € C([a,b]) : H(t) # Ofort € I} = [a,b] C I and H(a) = H(b) = 0}. We
take the integral operator A% in terms of H € D3 and p(t) as

v

(L, 7)h(7)p(r) — AP (‘—Ak—i + ’/’;

b
Ab(h;t) = / H2P=D (O h()p(t)dt, a <t <b, (2.3)
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536 A. TIRYAKI, R. OINAROV

where p and h are defined as before. As the operator A%, A% is also linear, positive and also
satisfies the following:

Hl pl H/ pl
A = A (20— D)= +5 | ht) >-A(2p-1)=+ 51
bty = = ([20- 05 4 2] e = - ([atp- 0+ 2

\h\;t) .24

Note that the first operator A7 is defined on the entire half-line I = [tg, o). The second
operator A? is defined on the subinterval I; C D chosen according to our propose.

3. Main results. In this section we establish some oscillation criteria for (1.1) and its special
cases in the superlinear case. Additional assumptions on the function f will be imposed.
Suppose that

[\ [ (rwY
€/(f2(u)) du < 00, _[ (fQ(u)) du < o0 (3.1)
foralle > 0, and
min {inf {i(f) G(z), inf L)pﬁ G(x)} >0, (3.2)
w0 fri () T (= f(x))r

where

B =

/;O (JJ:;((Z)) ) du, x>0,
[ ;;§3;>%du, <o

We define the following functions that will be used in the proof of our results. Suppose that
there exists a function ¢ € C*(I, R") such that

and

. —1
v(t,T) = nril(t) (/ n(s)?]llds> , T > 1.
T

Let us state the main results.

Theorem 3.1. Let conditions (1.3), (3.1), (3.2) and p > 1 and p # 2 hold. Assume that k(t, s)
satisfies conditions (K1) and (Ks) and A% is defined by (2.1). If there exist k(t,s), ¢ € C(I, R"),
and p € C'(I, RT) for any constant C > 0, such that
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fort > to,
7 (n(s)) 71 ds = oo, (33)
7
lim nf / (s)q(s)ds > —oo, (3.4)
and

1 p—1\? 1 [/1\®V R
li AP lgp— ([F— ) — (= £
el E(t, to) to[q¢ ( p )p—1<0> A p+p

then any solution y(t) of Eq. (1.1) such that y'(t) is bounded is oscillatory.

p

(3.5)

Proof. Suppose (1.1) possesses a nonoscillatory solution y(¢) on [T,00), T > to. Without
loss of generality, we assume that y(t) > 0 for every ¢ > T. We observe that the substitution
x = —y transforms (1.1) into the equation

(r®|2' P22’ + p(t)]a' P22 + q(t) f*(2) = 0,

where f*(z) = —f(—y), y € R. Since the function f*(z) is subject to the same conditions as
on f(y), we can restrict our discussion to the case where the solution y(t) is positive on [T, c0).
Further assume that |y/(¢)| < L for some L > 0. Let w(t) be defined by

r@lyOF @) o o

w(t) = ¢(t) f(y(t)) ) = 4 (36)
we have
/ ly' ()12 (t) f'(y (@) lw(t)|
w'(t) = —q()p(t) + £(1) - = . (3.7)
FWE) (flye)= (s(0)a() 7
Let us consider the boundedness of the following term:
[ el (9)
/ﬁ(s) F0) ds, t>t; >T. (3.8)

Applying the integral mean value theorem and using the boundedness of y/(¢), there exists
t* € [t1,t] for every t > t; such that

oo

y(t
2/
/«S st<£t1ﬂ’ /Jfl E(ty)LP2 fczu)<K1, (3.9)

y(t1)
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where K; > 0is a constant. We consider the following three cases for the behavior of y/(¢).
Case 1. Suppose that y/(t) > 0for¢ > ¢; > T then w(t) > 0 for ¢ > t;. Integrating both

sides of (3.7) from ¢; to ¢, we have

t t

it otrotordon [ BEPE) T )l
w(t)=u(t)~ [ al)o(s)ds+ [ €s) o Y tl/nf@(s))]p—? FRwEESCI

t1 t1

Hence, for ¢t > ¢;, we obtain

f'(y(s)w(s)|%ds
) < N — s)ds — — (3.11)
/ / [(fP=2(y(s)))((s)r(s))] 7T

where N = K + w(tp). Using (3.4) we see that

7 Syl ds — < oo. (3.12)
2 1P (y(s))) (@(s)r(s))] 7T

There exists a constant A/ > 0 such that

7 f'(y(s))|w(s)|%ds <M, t>t. (3.13)
[(fP2(y(s)))(d(s)r(s))] 7T

By using Holder’s inequality and (3.13), we get

[ve (m6) *

t1

- / (6(5)r(s)) 7 (@(s)r(5)) 75/ (5) (
t1

IN

-
\J“
<
—~
»
N—
—~
=
~

[\
|
20
NI
\_/k'l
—
—
»
N—
~—
U
»

v

-~

S

—

=3

—

»

SN—

S| al

w | @

~

—

S

| [~

—

\_/

< M (/7]?11(8)) . (3.14)

t1

Applying the condition (3.2), we see that

1

P \T T (SN .
<f5_?(y<t>>> yé (f2(u>> =z N, 2, (3.15)
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where V] is a positive constant. Let

[ (SN
Ny = (t/) (fQ(u)> du > 0.
Then, applying (3.15), we have
y(t) 1 - t 1
,y(t)) q B f,(u) P u _aATq . /(s f’(y(s)) P
ooz v [ ()l =at v [ (5E)
7 () . ;
ool iy o]

A use of (3.14) in the above inequality leads to

N
179"
1 toa q
No+ M» (/ nPl(s)ds> ]
t1

Hence, there exists a constant C' > 0 and ¢5 > t; such that

"(y(1)

—2

fr=r(y(t))

WS RS

Fu®) c
FEy() [ / tws)ds}

for all t > t;, where C' is a positive constant which depends on N1, No, M and p.
Now from (3.16), Eq. (3.7) gives

w'(t) < —q(t)o(t) + @) w(t)] — Cv(t,tr)w(t)|”.

Applying the operator A? to (3.17) and using (2.2), we obtain

/

p

AP (qpit) < k(t, T)w(T)p(T) + AL <<’)\kzzl7 +
By using the inequality

_1\P
Du — Eu? < <pl)
p

%DPE*(VU, D>0, E>0 u>0,
iy
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which can be easily obtained by using the extremum of one variable function, we get

A5(g6.1) < Kt P(r)p(r) + A¢< (=) L (s )

x (Cv(-, 1))~ P7Y ;t). (3.20)

If we set 7 = to and divide (3.20) through by (¢, ty), then we have

~_1\? 0-(-1) p
k(tlto) A <q¢ - <P p 1) Cp —p 1 <’Ak e p ’ + 5") V(‘vtl)(pl);t> < p(to)w(to).
(3.21)

Taking limsup in (3.21) as ¢ — oo, condition (3.5) gives the desired contradiction in (3.21).
Thus, the existence of a nonoscillatory solution y(¢) is ruled out, so Eq. (1.1) is oscillatory.

Case 2. Suppose that y/(¢) is oscillatory. Then, there exists a sequence {t,, },n=1,2,... such that
limyy, 00 tn, = o0 and ¢/ (t,,) = 0, m = 1,2,.... Choose m such that ¢,, > t,. Without loss of
generality we assume that y/(¢) > 0 for ¢ € (tm tm+1). Further, in view of (3.4),

tm+1 tm+1

/ R e <Y - [ et (322)

There is an infinite number of m’s such that y/'(¢t) > 0 for ¢t € (¢, tm+1). Summing all these
inequalities (3.22) and using (3.4), we have

o0

OO O
| T et <

mi

The rest of the proof is as in Case 1.

Case 3. Suppose that y/(t) < 0fort¢t > t; > tyo. Meanwhile if the inequality (3.12) holds,
then we can have a similar contradiction as in Case 1. If the integration in (3.12) is divergent,
we obtain the following inequality from (3.4) and (3.10):

Ny +/f/f =3 ()T ds < —w(t), >, (3.23)

where V3 is a constant. By choosing t5 > 1, we can get

Ny = N3+/np (s )wczs > 1. (3.24)
7 = (y(s))
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From (3.23) and (3.10), we obtain

Then using (3.23), we find

n1 (t)lw( )N (y (@)

/ /
fPTI(y(t)) > Y t)f (y(t))7 -
Nyt [ DT @)1 (we)) g Fy(®)
77T (y(s))

Integrating the above inequality, we get

t 1
nri(s )!w( IS (y(s)) , f(y(t2))
8 N3+tl/ £ (y(s)) S] = In fly(t)
Hence
[ OREE ) - ()
N3+/ f%ﬁ(y(s)) ds > f(y(t)) , t > to. (325)

t1

Applying (3.23) and (3.24), we have

y(t) < ylts) — i 0 (

~
w\
-

In this inequality, the right-hand side tends to —oo as ¢ — oo by (3.3). However, the left-
hand side is positive, which is a contradiction.

Theorem 3.1 is proved.

For p = 2, we do not require the boundedness condition for ¢/(¢) and we have the following
result.

Theorem 3.2. Let conditions (1.3), (3.1) and (3.2) hold with p = 2. Assume that k(t, s) sati-
sfies conditions (K1) and (Kz) and A% is defined by (2.1). If there exist k(t,s), ¢ € C(I,R") and
p € CY(I, RT) for any constant C > 0, such that

fort > ty,
/n(s)ds = 00, (3.26)
T
liminf/(;S s)ds > —o0, (3.27)
t—
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and

/

. 1 1 1
hmsupm/lfo [q¢— YT <‘)\k 2 +%

t—o0

2
+€n> Vl;t] = o0, (3.28)

then any solution y(t) of Eq. (1.2) is oscillatory.
Proof. Let p = 2. As in [13], by using conditions (1.3) and (3.6) we have

[e.o]

/ y'(s) du
t1/ £(o) proiors ds < (1) / K, (3.29)

where Ky > 0 is a constant. Replacing K; with K3 in the proof of Theorem 3.1, the rest of the
proof stays the same.

A close look at the proof of Theorem 3.1 reveals that condition (3.5) may be replaced by
the conditions

t—o0

1
I AP (q¢) = .
im sup Rt to) Aj (q9) = o0 (3.30)
and

I LY. <<‘Ak‘i v
1msup ———— —
broor k(t,tg) " p

P
—|—£17> V_(p_l);t> < 0. (3.31)

This leads to the following result.

Corollary 3.1. Let the conditions of Theorem 3.1 be satisfied except that condition (3.5) is
replaced by (3.30) and (3.31). Then any solution y(t) of Eq. (1.1) such that y'(t) is bounded is
oscillatory.

By making the same replacement in Theorem 3.2, we get similar results.

Note that the above oscillation criteria as well as most of the known results in the literature
require information of (1.1) on the entire half-line 7. Now, motivated by [2, 3, 13], we present the
following oscillation criteria for equation (1.1) which depend on the behavior of the coefficients
only on a sequence of subintervals I; of I.

Theorem 3.3. Let conditions (1.3), (3.1), (3.2) and p > 1 and p # 2 hold. Assume that for
any T > tg, there exist a, b satisfying T < a < b such that D3 and A% be defined as before. If
there exist H € D3, ¢ € C(I,RT) and p € C*(I, RY) for any constant C such that (3.1), (3.3)
and (3.4) hold and

b p—1\" 1 (1\""' , H
s> (5) 555 () (b +f

then any solution y(t) of Eq. (1.1) such that y'(t) is bounded is oscillatory.

+ gn)p u(p1>;t> . (332

Proof. Again let y(t) be nonoscillatory solution of (1.1), say y(t) > 0 for ¢t > ty. Further
assume that |y/(t)| < L for some L > 0. We shall discuss three cases for the behavior of y/(¢),
namely y/(t) > 0, y/(¢) is oscillatory and y/(t) < 0.
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Case 1. y'(t) > 0 fort > t; for some ¢; > to. We proceed as in the proof of Theorem 3.1,
by the assumption, we can choose a, b > t; and a < b, i.e., for a given T' > t;, there exist
a, b satisfying T < a < b. Applying the operator A’ to (3.17) using (2.4) and the fact that
H(a) = H(b) = 0, we obtain

!

bl b q£_ 0
attaost) < 42 (|20 - 1/ + 2

+ 577) lw| — C’V|w]q;t> . (3.33)

By using the inequality (3.19),

Aglait) < A; (p;l)p pil ((‘2(19 - 1)12/ + ’;) + £n>p (Cr)~ D t>

which contradicts the assumption (3.32).

Theorem 3.3 is proved.

Proof of the other cases is similar to the cases given in the proof of the Theorem 3.1. Thus,
the existence of the nonoscillatory solution y(t) is ruled out, so Eq. (1.1) is oscillatory.

For the sake of completeness, we should note that the following result is given as Theorem 2.1
in [13]:

Theorem 3.4. Let conditions (1.3), (3.1) and (3.2) hold with p = 2. Assume that for any
T > to, there exist a, b satisfying T < a < b such that D3 and A% be defined as before. If there

exist H € D3, ¢ € C(I, RY)and p € C'(I, R") for any constant C such that (3.2), (3.26) and
(3.27) hold and

1 H
AZ qo,t) > —AZ <’2+
( ) 4C H »p

2
+ 577) v b t) , (3.34)

then any solution y(t) of Eq. (1.2) is oscillatory.

dt
Remarks. 3.1. In the above results, the conditions that the integral / 7(1&) is either conver-
r

gent or divergent, and the dampeing coefficient p(¢) is a “small” function are not necessary.
Therefore, the restraint for r(¢) and p(t) is relaxed. Also there is no sign conditions on p(¢) and
q(t).

3.2. When p = 2, it is not necessary to assume that y/(¢) is bounded. For p > 1 and p # 2,
we require a boundedness condition for the derivative of the solution. However the conditions
on f(y) are relaxed. Removing the boundedness condition still remains as an open problem
and will be interesting.

3.3. Since the conditions on f(y) are relaxed, Theorem 3.1 improves some results in [17]
related to the special case of Eq. (1.1) when p(t) = 0.

3.4. Note that Theorem 3 given in [16], which also uses the averaging technique, contain
different sufficient conditions than Theorem 3.1 with p = 2 and p(¢) = 0.

4. An example. Let us consider the following second-order superlinear equation with dam-
ping

Oy P2y = Y P2y + KtMy'sgny = 0, ¢ > 1. (4.1)
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Let the constants v, A and K satisfy the following conditions depending on the value of p:
Forl <p < 2, let

Wp= g
2)0<A<p—-1<n9,
@ (1) L (L) s (7).

P p—1\C

, where k is a positive integer,

[y

for p = 2, let
MHo<A<1 <y,

(54N

forp > 2, let
(1) p be an integer,
2)0<A<landp-—1 < ~,

p—1\" 1 (1) » L(p)
G)K_-<]j> p_1<c> Or+ A+ P i
Let H(t) = sint, ¢(t) = t and p(t) = t— A+ For any T > 1, choose n sufficiently large so

that nm = 2km > T and set a = 2k7w, b = (2k + 1)7. It is easy to verify that

b (2k+1)7
Ao t) = [ HO D @oa(pdr = [ Kot Dedt =
a 2km

:Kr(é)F(Qpal) <p—1)Pp1 <1>f"1><

L'(p) P -1\C

p
+ €n> (V)(p”;t> <

(2k+1)m

p—1>P 1 <1)p‘1 - (p-2)

—_— — | = (2p+ A+ 1)P sin'P™ tdt =
-1\C

p /)P )

(5 @) e L e

Now, we have three cases depending on the value of p:

When p > 1 and p # 2 choosing suitable K value in (4.2), the conditions in Theorem 3.3
are satisfied, hence any solution y(t) of Eq. (4.1) such that y/(¢) is bounded, is oscillatory.

When p = 2, choosing suitable K value in (4.2), the conditions in Theorem 3.4 are satisfied,
hence any solution y(¢) of Eq. (4.1) is oscillatory. This case is already given in [13].

Hl p/
Ab 2(p—1)— + &
. “((‘ v >H+p
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