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Spam-detection systems based on traditional methads several obvious disadvantages like low detecate, necessity of regular
knowledge bases’ updates, impersonal filteringstudew intelligent methods for spam detection, Whise statistical and machine
learning algorithms, solve these problems succlgs®ut these methods are not widespread in spherifig for enterprise-level mail
servers, because of their high resources consumptid insufficient accuracy regarding false-positérrors. The developed solution
offers precise and fast algorithm. Its classifizatguality is better than the quality of Naive-Bayrethod that is the most widespread
machine learning method now. The problem of tinfeeiehcy that is typical for all learning based meds for spam filtering is solved
using multi-agent architecture. It allows easy eystcaling and building unified corporate spamatite system based on heterogeneous
enterprise mail systems. Pilot program implemeortasind its experimental evaluation for standard dats and for real mail flows have
demonstrated that our approach outperforms exidéaming and traditional spam filtering method&af allows considering it as a
promising platform for constructing enterprise sgfdraring systems.

Introduction

It is well known that from 40% up to 80% of all elmnic messages in the Internet is spam. Spam, by
definition, is unsolicited bulk e-mails. In otheromds spam is electronic messages posted blindhdasands of
recipients. Obviously, unauthorized e-mails meath egpenses for companies and personal users.

Nowadays various spam-preventing techniques haee ldeveloped. They can be divided into two major
categories. The first one includes administratimd sechnical methods, which try to stop spam distion. They are
laws, which restrict sending of spam messages, prewcols for e-mail services based on authorizedignation of
the mail transfer like Sender ID standard [7], payits for each sent message, blocking of mail sgrverich are used
to send spam and so on.

The other category includes methods that preveaimspeceiving by users, so called spam filteringeseh
methods can be also divided into two groups: tiaatd, which use fixed set of rules or signatumsspam filtering;
and adaptive, which are based on statistical mstlod artificial intelligence. Many traditional rhetls use different
types of black lists of spam senders’ addressesTj@lditional methods also use knowledge baseswgivirds, rules
and signatures of spam messages. These knowledgs &i@® prepared manually by experts and requjtdareupdates.
The systems based on such methods usually havepam detection rate (60-70%). Besides, it is nacgde upgrade
knowledge bases regularly to keep them up-to-@&ethese systems depend on efficiency of the apUptovider and
they are unprotected during the period between spam appearing and knowledge base updating. Moreove
traditional methods are not personalized, so theynot take into account peculiarities of the cqrmeglence of a
particular user. All this also decrease the acgurblevertheless, the systems using black listsvdespread because
of simplicity of their installation and maintenandéowever, recently they are strongly criticized fbe high false-
positive error rate. The reason is that some psggidise very simple and inconsequent rules to apatad maintain
their black lists.

Intelligent methods are a relatively new trend arm detection. They may eliminate disadvantagethef
traditional methods. Intelligent methods use diaisand machine learning algorithms. The algonghare capable to
classify mail into several categories using a stigil or machine learning models constructed leéf@nd on the basis
of the precedent information [13].

To make such system work properly, it is necessaryrain it on a set of e-mails that have beenaalye
classified as spam or legal messages. This trdmimegult is a model that is then used for a nevil olassification.
Nowadays the most popular intelligent method farspletection is Naive-Bayes method [9]. Naive-Bagethod is
being implemented and is successfully used in ségpam-detection systems [2, 4].

Intelligent methods have several advantages in eoisgn with the traditional ones. They do not depen
external knowledge databases and do not need ragudates. They do not use specific features dfqudar language,
so they are multilingual. They are able to adjhst imodels using new samples of spam without theirastnator’s
assistance and they can build personal filteringets
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Nevertheless, despite their efficiency and intelige these methods are not widely used in sparctaete
systems at the enterprise level for several readéins of all, most intelligent methods are nabdé enough when
detecting legal mails and have a rather high lefdhlse-positive errors. Intelligent methods hdngher hardware
requirements because they are based on computbtierpensive algorithms.

The aim of our research is to offer a comprehensivaail-classifying solution for enterprise-levgbtem that
will be based on the intelligent analysis of messa@dhe solution should have the advantages dfigeet methods
such as personification and high spam detectiom ahtlow quantity of false-positive errors. At tekame time the
system should provide necessary efficiency to leel o enterprise-level mail servers.

Solution

Our solution is based on the intelligent classtfaa algorithm that allows reaching necessary dqualn the
one hand, and on a multi-agent architecture thatiges necessary efficiency, on the other.

For solving the classification problem we are usingtatistical method based on support vector mashi
(SVM) [10, 11]. This method was applied to texteggdrization task earlier [5]. It is necessary ttvasdwo problems to
apply SVM for spam detection task: select propandkfunction and find appropriate representatiéreanails as
feature vectors.

We have selected the following representation fecteonic messages: a feature set is defined a$ of sl
words that appeared in all analyzed messages marethe predetermined number of times. Furthernieagure set is
reduced by eliminating a set of predefined stopdsoAdditionally, the feature set is expanded éatures defined
for all file extensions of files attached to theabmed messages [12].

So, each message is represented as a subseturéfsat. Each element of the set is a number cfaappces
of a particular feature in a message normalizequantity of message’s features.

We have carried out several experiments with vargtandard kernel-functions and have discoveradRB&
kernel-function shows quite good results. It pregdch high level of accuracy and comprehensibleieffcy of the
algorithm.

Besides, the solution should meet the followingdesguirements: high efficiency; enterprise levkE ability

to take into account personal features of eachisuserrespondence; platform independence; scatabilafety
and privacy. These requirements lead us to a raghit architecture for the system. The generalitaathre of the
system is shown on the figure 1.
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The central communication node of the system is@red by one or several web-servers. It provides
communication environment for training and classify agents, supports shared vocabulary, convertssages to
feature sets and provides GUI for users. The contation node stores shared vocabulary, temporatufe vectors
and some additional user’'s information in the dasab All time-consumptive operations like prepreg®s and
downloading messages, training user models andifitagion are moved to corresponding agents.

The training agent is a process that analysesssgssages and builds user’s personal model dpasis of
this analysis. The training agent allows custonrafor different message storages. In currentigarg is located at
the centralized mail server and accesses persaalusing IMAP protocol. Another solution might the personal
agent on a user’s workstation that uses local staiage from the personal folders. The commonitrgimorkflow is
the following. A user initializes training proce@uusing web-based interface. The central commuaitatode starts
training agent and initializes downloading the sibsf user's messages using IMAP protocol. Theningi agent
decodes each message, parses it into terms andpdsses vector representation of each messagee toetttral
communication node using https protocol. The cémioale creates the feature vector for the messay@s it to the
database temporarily and updates shared vocabolzaied in the database. Have all messages beenlatmed, the
central node creates a training set from featuctove stored in the database, saves it to the reffile system and
starts training procedure using the created trgisat. The result of training is the personal sserodel that is saved to
the file system.

The classifying agent intercepts messages frommaié server and classifies them. The common clgisgjf
workflow is the following. When a new message asivit falls to the local mail delivery agent. Thigent transfers the
body of the message to the classifying agent. Tihetlecodes and parses the message and passesedtsr v
representation to the central communication nodhe dentral node forms the feature vector from tlessage on the
basis of the shared vocabulary and returns theureatector back to the classifying agent. The digsg agent
evaluates message’s score using saved user’'s randetreated feature vector of the message. Thétingsacore
retuned to the local mail delivery agent that addstatus (spam / not spam) to the header of theagesand then
moves it to the appropriate user’s mail folder. @, user reads mail using IMAP protocol he or skes only legal
messages in Inbox folder. Spam messages are miedehnd are saved in a separate folder, thégdsaacessible for a
user through IMAP. By default, IMAP Inbox and Sp#otders are used as sources of legitimate and $@Ening sets
for training user models. Once the system has traered, a user may clear his/her spam storagave disk space.

Adding new mail servers or new mail clients caneagt the system functionality. To support them it is
necessary to implement a new training or classifyéigents. It allows creating uniform and well-sdaorporate
system of spam filtration that unites heterogenemmpany’s infrastructure including different melients and mail
servers.

The presented architecture was tested on the eisergpam-detection system. The current versiothef
system has been tested with the following confiiona RedHat Linux 9.0 operating system, mail seisendmail 8.2
or Exim 4.34, local mail delivery agent ProcmaR23. Current versions of classification and traindmggnts are written
as C++ executables. We used mySQL database enginthd pilot system. The current version of thetian
communication node is implemented on PHP and bas&thache web-server.

We propose a solution that solves one of the mabblpms of learning algorithms — the resources
consumption. This goal was achieved due to thei+agnt architecture that allows scaling the syséatording to
real needs and unites heterogeneous infrastructune enterprise with different mail servers andrab.

Experiments

The purpose of our experiments is to compare eficy of the proposed algorithm to other up-to-aaé¢thods
and algorithms. The framework of the experimentudes two different tests that estimate classificeccuracy.

The first test was carried out with the commerpialduct Kaspersky Anti-Spam Enterprise Edition [Bhis
product uses traditional filtering methods basedtlmn heuristic analysis of the text and headersme$sages, and
regularly updates knowledge bases. The experimastoarried out in the real-world situation, usihg teal dataflow
from existing mail accounts. The experiment shalidw the superiority of the system based on igetif methods of
mail analysis, and it also estimates the performamd reliability of our solution in the real-woddnditions.

The second test was carried out with the implentiamtaof Naive-Bayes method on standard test coguoge
messages. We used implementation of Naive-Bayehoaefrom freeware anti-spam solution SpamAssasgjn [
SpamAssassin has been customized so that NaivesBagthod took part in classification only. The ekpent was
carried out with several public test corpuses otsages. The purpose of the given experiment wasrtgpare our
algorithm with the most popular learning method.

Experiment #1: Kaspersky Anti-Spam Enterprise Edition. Kaspersky Anti-Spam Enterprise Edition [6] is a
spam-filtering system for a mail server. It is lthem several levels of spam identification suchiraguistic analysis,
spam signatures, RBL-services and so on. The stifgam prepares updates of the knowledge base sveryours.

The experiment was carried out on a real mail tatafthat had been gathered from several mail adsodine
flow of messages was copied to several mail acspumhich were processed by anti-spam filters. Halta2700
messages were processed (2598 — spam /102 — ladpal Four mail accounts were created, one - fospéasky Anti-
Spam filter, and the three others - for the anéirgffilter based on our algorithm.
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All parameters of Kaspersky Anti-Spam filter, exc&BL-lists, remained as default. We considered tha
was more correctly to switch off RBL-lists. One the goals of this test was to discover the inflgen€ size and
structure of initial training set on the classifioa quality. Therefore, three different accountsrevcreated for the
experimental anti-spam filter. The initial traigisets were:

Account #1: 200 legal / 200 spam

Account #2: 200 legal / 2000 spam

Account #3: 2000 legal / 2000 spam

Messages for initial training sets were randomlylecbed from previously received messages for those
accounts. The additional training using newly adimnail was not performed.

Results for Kaspersky Anti-Spam Experiment Table 1

Initial training Detection Rate optimization False Positive optiricra
Account corplljlses | Detection False Positive Detection False Positive

(spam/ legal) Rate % Rate % Rate % Rate %

Experimental #1 200/ 200 100 7,8 88,6 0

Experimental #2 200/ 2000 100 9,8 99,9 0

Experimental #3 2000 / 2000 100 0 100 0

Kaspersky Anti-Spam - 72,5 0 72,5 0

After finishing the experiment we processed thailtesand selected two different optimal threshdtitseach
mail account. One of them is for a minimized numbe&the false-positive errors and the other is domaximized
accuracy of detection. The results are presentéitkiable 1. The results for Kaspersky Anti-SpamteBprise Edition
were more or less typical for today’s traditionatisspam filters. Its detection level is about 70Pbe analysis of the
results shows that it is possible to set parametieosir algorithm to achieve zero quantity of fapsmsitive errors. Thus,
the corresponding detection rate will depend onsthe and quality of initial training set. Our aspam filter achieved
better results than traditional methods system &w#na smaller initial training set. The absolatxuracy was reached
on a mail account with the maximal initial trainisgt. There were no errors at all during two wexkesting.

Experiment #2: Naive-Bayes methodTwo public mail corpuses were used for comparingadgorithm with
Naive-Bayes method from SpamAssassin anti-spaen.filt

LingSpam Corpus [1]

Initially there are four versions of LingSpam cospMVe used ‘bare’ as the most general versionet#t. A
corpus’s message contains body and subject onfthbte is no header. The size of the set is 2883sages.

The set was randomly divided into 10 equal padsheof which contained about 290 messages (240alorm
and 50 spam). We held ten different iteration @& thst and then combined the results. Nine partheotest corpus
were used for the training and one for testingrifygach iteration.

SpamAssassin Corpus [3].

Corpus messages are presented in full and all hehdee been saved. The set consists of three {srésn’
(500 messages with spam); ‘easy_ham’ (2500 nornessages, which are easily detected as normal lns@am
filters); ‘hard_ham’ (250 normal, but very simil@ar spam messages).

Four parts of the set were used for training anel jpart was used for testing. So, five iterationsewmade
with this test corpus.

To evaluate the performance of the algorithms welROC (Receiver Operating Characteristic) curvés.
results of several tests have been averaged anddR@®€s have been constructed for each test cap&sédently,
ROC-curve for our algorithm is above a curve forivéaBayes algorithm for both LingSpam and SpamAsisas
corpuses. That means that our algorithm completetgerforms Naive-Bayes method from SpamAssassin.
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Fig. 2. ROC-curves for LingSpam Test Corpus
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Conclusions

The developed solution offers precise and fast Shéded algorithm with better classification quatityan

Naive-Bayes method’s that is the most widespread ttcallows achieving high detection level. Thelplem of time
efficiency that is typical for learning algorithnms solved by using multi-agent architecture th&ved scaling system
easily and building uniform corporate system faarspdetection based on heterogeneous enterprisesysteim.

Pilot program implementation and its experimentadleation for standard data sets and for real fi@Vs

have demonstrated that our approach outperfornssirgilearning and traditional spam filtering methoThat allows
considering it as a promising platform for consting enterprise spam filtering systems.
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