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Abstract. We indicate the method for computing the kernels of projective resolution of irreducible module over tiled order. On the base of this method we construct projective resolution of irreducible module and calculate the global dimension of tiled order. The evident view of kernels of projective resolution allows to check easily the regularity of tiled order.

## 1. Tiled orders over discrete valuation rings

Recall [2] that a semimaximal ring is a semiperfect semiprime right Noetherian ring $A$ such that for each primitive idempotent $e \in A$ the ring $e A e$ is a discrete valuation ring (not necessarily commutative).

Denote by $M_{n}(B)$ the ring of all $n \times n$ matrices over a ring $B$.
Theorem 1 (see [2]). Each semimaximal ring is isomorphic to a finite direct product of prime rings of the following form:

$$
\Lambda=\left(\begin{array}{cccc}
\mathcal{O} & \pi^{\alpha_{12}} \mathcal{O} & \ldots & \pi^{\alpha_{1 n}} \mathcal{O}  \tag{1}\\
\pi^{\alpha_{21}} \mathcal{O} & \mathcal{O} & \ldots & \pi^{\alpha_{2 n}} \mathcal{O} \\
\ldots \ldots \ldots & \ldots \ldots \ldots & \ldots \ldots \\
\pi^{\alpha_{n 1}} \mathcal{O} & \pi^{\alpha_{n 2}} \mathcal{O} & \ldots & \mathcal{O}
\end{array}\right)
$$

[^0]where $n \geq 1, \mathcal{O}$ is a discrete valuation ring with a prime element $\pi$, and $\alpha_{i j}$ are integers such that
$$
\alpha_{i j}+\alpha_{j k} \geq \alpha_{i k}, \quad \alpha_{i i}=0
$$
for all $i, j, k$.
The ring $\mathcal{O}$ is embedded into its classical division ring of fractions $\mathcal{D}$, and (1) is the set of all matrices $\left(a_{i j}\right) \in M_{n}(\mathcal{D})$ such that
$$
a_{i j} \in \pi^{\alpha_{i j}} \mathcal{O}=e_{i i} \Lambda e_{j j}
$$
where $e_{11}, \ldots, e_{n n}$ are the matrix units of $M_{n}(\mathcal{D})$. It is clear that $Q=$ $M_{n}(\mathcal{D})$ is the classical ring of fractions of $\Lambda$.

Obviously, the ring $A$ is right and left Noetherian.
Definition 1. A module $M$ is distributive if its lattice of submodules is distributive, i.e.,

$$
K \cap(L+N)=K \cap L+K \cap N
$$

for all submodules $K, L$, and $N$.
Clearly, any submodule and any factormodule of a distributive module are distributive modules.

A semidistributive module is a direct sum of distributive modules. A ring $A$ is right (left) semidistributive if it is semidistributive as the right (left) module over itself. A ring $A$ is semidistributive if it is both left and right semidistributive (see [9]).

Theorem 2 (see [8]). The following conditions for a semiperfect semiprime right Noetherian ring $A$ are equivalent:

- $A$ is semidistributive;
- A is a direct product of a semisimple artinian ring and a semimaximal ring.

By a tiled order over a discrete valuation ring, we mean a Noetherian prime semiperfect semidistributive ring $\Lambda$ with nonzero Jacobson radical. In this case, $\mathcal{O}=e \Lambda e$ is a discrete valuation ring with a primitive idempotent $e \in \Lambda$.

Definition 2. An integer matrix $\mathcal{E}=\left(\alpha_{i j}\right) \in M_{n}(\mathbb{Z})$ is called

- an exponent matrix if $\alpha_{i j}+\alpha_{j k} \geq \alpha_{i k}$ and $\alpha_{i i}=0$ for all $i, j, k$;
- a reduced exponent matrix if $\alpha_{i j}+\alpha_{j i}>0$ for all $i, j, i \neq j$.

We use the following notation: $\Lambda=\{\mathcal{O}, \mathcal{E}(\Lambda)\}$, where $\mathcal{E}(\Lambda)=\left(\alpha_{i j}\right)$ is the exponent matrix of the ring $\Lambda$, i.e.

$$
\Lambda=\sum_{i, j=1}^{n} e_{i j} \pi^{\alpha_{i j}} \mathcal{O}
$$

in which $e_{i j}$ are the matrix units. If a tiled order is reduced, i.e., $\Lambda / R(\Lambda)$ is the direct product of division rings, then $\alpha_{i j}+\alpha_{j i}>0$ if $i \neq j$, i.e., $\mathcal{E}(\Lambda)$ is reduced.

We denote by $\mathcal{M}(\Lambda)$ the poset (ordered by inclusion) of all projective right $\Lambda$-modules that are contained in a fixed simple $Q$-module $U$. All simple $Q$-modules are isomorphic, so we can choose one of them. Note that the partially ordered sets $\mathcal{M}_{l}(\Lambda)$ and $\mathcal{M}_{r}(\Lambda)$ corresponding to the left and the right modules are anti-isomorphic.

The set $\mathcal{M}(\Lambda)$ is completely determined by the exponent matrix $\mathcal{E}(\Lambda)=\left(\alpha_{i j}\right)$. Namely, if $\Lambda$ is reduced, then

$$
\mathcal{M}(\Lambda)=\left\{p_{i}^{z} \mid i=1, \ldots n, \text { and } z \in \mathbb{Z}\right\}
$$

where

$$
p_{i}^{z} \leq p_{j}^{z^{\prime}} \Longleftrightarrow \begin{cases}z-z^{\prime} \geq \alpha_{i j} & \text { if } \mathcal{M}(\Lambda)=\mathcal{M}_{l}(\Lambda) \\ z-z^{\prime} \geq \alpha_{j i} & \text { if } \mathcal{M}(\Lambda)=\mathcal{M}_{r}(\Lambda)\end{cases}
$$

Obviously, $\mathcal{M}(\Lambda)$ is an infinite periodic set.
Let $P$ be an arbitrary poset. A subset of $P$ is called a chain if any two of its elements are related. A subset of $P$ is called a antichain if no two distinct elements of the subset are related.

Definition 3. A right (resp. left) $\Lambda$-module $M$ (resp. $N$ ) is called a right (resp. left) $\Lambda$-lattice if $M$ (resp. $N$ ) is a finitely generated free $\mathcal{O}$-module.

Given a tiled order $\Lambda$ we denote $\operatorname{Lat}_{r}(\Lambda)\left(\operatorname{resp} \operatorname{Lat}_{l}(\Lambda)\right)$ the category of right (resp. left) $\Lambda$-lattices. We denote by $S_{r}(\Lambda)\left(\right.$ resp. $\left.S_{l}(\Lambda)\right)$ the partially ordered by inclusion set, formed by all $\Lambda$-lattices contained in a fixed simple $M_{n}(\mathcal{D})$-module $W$ (resp. in a left simple $M_{n}(\mathcal{D})$-module $V$ ). Such $\Lambda$-lattices are called irreducible.

Let $\Lambda=\{\mathcal{O}, \mathcal{E}(\Lambda)\}$ be a tiled order, $W$ (resp. $V$ ) is a simple right (resp. left) $M_{n}(\mathcal{D})$-module with $\mathcal{D}$-basis $e_{1}, \ldots, e_{n}$ such that $e_{i} e_{j k}=\delta_{i j} e_{k}$ $\left(e_{i j} e_{k}=\delta_{j k} e_{i}\right)$.

Then any right (resp. left) irreducible $\Lambda$-lattice $M$ (resp. $N$ ), lying in $W$ (resp. in $V)$ is a $\Lambda$-module with $\mathcal{O}$-basis $\left(\pi^{\alpha_{1}} e_{1}, \ldots, \pi^{\alpha_{n}} e_{n}\right)$, while

$$
\left\{\begin{align*}
\alpha_{i}+\alpha_{i j} & \geq \alpha_{j}, \text { for the right case }  \tag{2}\\
\alpha_{i j}+\alpha_{j} & \geq \alpha_{i}, \text { for the left case }
\end{align*}\right.
$$

Thus, irreducible $\Lambda$-lattices $M$ can be identified with integer-valued vector $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ satisfying (2). We shall write $\mathcal{E}(M)=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ or $M=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$.

The order relation on the set of such vectors and the operations on them corresponding to sum and intersection of irreducible lattices are obvious.

Remark 1. Obviously, irreducible $\Lambda$-lattices $M_{1}=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ and $M_{2}=\left(\beta_{1}, \ldots, \beta_{n}\right)$ are isomorphic if and only if $\alpha_{i}=\beta_{i}+z$ for $i=$ $1, \ldots, n$ and $z \in \mathbb{Z}$.

## 2. Kernel of epimorphism from direct sum of modules to their sum

Let $\Lambda$ be the reduced tiled order with the exponent matrix $\mathcal{E}(\Lambda)=\left(\alpha_{i j}\right)$, $M$ is irreducible right $\Lambda$-module and $P(M)$ is its projective cover.

The following statement holds.
Proposition $1([10])$. Let $X_{1}, \ldots, X_{s}$ be the set of all maximal submodules of irreducible and non-projective $\Lambda$-module $M$ with $\mathcal{E}(M)=$ $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ and $\mathcal{E}\left(X_{i}\right)=\mathcal{E}(M)+e_{j_{i}}$, where $e_{k}=(\underbrace{0, \ldots, 0}_{k-1}, 1,0, \ldots, 0)$.
Then

$$
P(M)=\stackrel{s}{\oplus} \underset{i=1}{\infty} \pi^{\alpha_{j_{i}}} P_{j_{i}} \quad \text { and } \quad M=\sum_{i=1}^{s} \pi^{\alpha_{j_{i}}} P_{j_{i}}
$$

This statement allows to find easily the projective cover of irreducible module over tiled order.

Theorem 3 ([10]). Let $M_{1}, \ldots, M_{n}$ be submodules of distributive module $M=\sum_{i=1}^{n} M_{i}$ and epimorphism $\varphi: \underset{i=1}{\underset{i}{\oplus}} M_{i} \mapsto M$ operates by the rule
$\varphi\left(m_{1}, \ldots, m_{n}\right)=m_{1}+\ldots+m_{n}$. Then $\operatorname{ker} \varphi=\left\{\left(y_{1}, \ldots, y_{n}\right) \mid y_{i}=\right.$ $\left.\sum_{j \neq i} m_{i j}, m_{i j}=-m_{j i} \in M_{i} \cap M_{j}\right\}$.

Since the tiled order is a semidistributive ring we have the following corollary.

Corollary 1 ([10]). Let $M$ be irreducible $\Lambda$-module and $P(M)=$ $\stackrel{s}{\oplus}{ }_{i=1}^{\alpha_{j_{i}}} P_{j_{i}}, M=\sum_{i=1}^{s} \pi^{\alpha_{j_{i}}} P_{j_{i}}$. Then the kernel of epimorphism $\varphi: P(M) \mapsto$ $M$ equals to $\operatorname{ker} \varphi=\left\{\left(y_{1}, \ldots, y_{n}\right) \mid y_{i}=\sum_{k \neq i} m_{i k}, m_{i k}=-m_{k i} \in\right.$ $\left.\pi^{\alpha_{j_{i}}} P_{j_{i}} \cap \pi^{\alpha_{j_{k}}} P_{j_{k}}\right\}$.

The kernel $K$ as the submodule in $\underset{i=1}{\oplus} M_{i}$ can be formally written as

$$
K=\sum_{i<j}\left(M_{i} \cap M_{j}\right)\left(e_{i}-e_{j}\right), \text { where } e_{k}=(\underbrace{0, \ldots, 0}_{k-1}, 1,0, \ldots, 0)
$$

## 3. Distributive equations and the system of distributive equations

Let $\mathcal{O}$ be a discrete valuation ring with unique maximal ideal $\mathfrak{m}=\pi \mathcal{O}$, where $\pi$ is a prime element of a ring. $\mathcal{O}, F=\mathcal{O} / \pi \mathcal{O}$ - is a skew field, $\Lambda=\left\{\mathcal{O}, \mathcal{E}(\Lambda)=\left(\alpha_{i j}\right)\right\}$ - is a reduced tiled order over a discrete valuation ring $\mathcal{O}$ with exponent matrix $\mathcal{E}(\Lambda)=\left(\alpha_{i j}\right) \in M_{n}(Z)$.

The equation of the form $\sum_{i=1}^{s} a_{i} m_{i}=0$, where $a_{i} \in F, m_{i} \in M_{i}$, $M_{1}, \ldots, M_{s}$ are the submodules of the distributive module $M$, we will call distributive.

Let $M_{1}, \ldots, M_{s}$ be the submodules of distributive module $M=\sum_{i=1}^{s} M_{i}$ and epimorphism $\varphi: \stackrel{s}{\oplus}{ }_{i=1} M_{i} \rightarrow M$ operates by the rule $\varphi\left(m_{1}, \ldots, m_{s}\right)=$ $m_{1}+\cdots+m_{s}$. Then by the theorem 3 ker $\varphi=\left\{\left(y_{1}, \ldots, y_{s}\right) \in\right.$ $\underset{i=1}{\stackrel{s}{\oplus}} M_{i} \quad \mid \quad y_{i}=-m_{1 i}-\cdots-m_{i-1 i}+m_{i i+1}+\cdots+m_{i s}$, where $m_{i j} \in$ $\left.M_{i} \cap M_{j}, i<j\right\}$.

In other words, distributive equation

$$
\begin{equation*}
m_{1}+\cdots+m_{s}=0 \tag{3}
\end{equation*}
$$

where $m_{i} \in M_{i} i=1, \ldots, s, M_{1}, \ldots, M_{s}$ are the submodules of the distributive module $M$, has solution

$$
\begin{align*}
& m_{1}=m_{12}+\cdots+m_{1 s} \\
& m_{2}=-m_{12}+m_{23}+\cdots+m_{2 s} \\
& \cdots \cdots \cdots \cdots \cdots \cdots  \tag{4}\\
& m_{i}=-m_{1 i}-\cdots-m_{i-1 i}+m_{i i+1}+\cdots+m_{i s} \\
& \cdots \cdots \cdots \cdots \cdots \cdots \\
& m_{s}=-m_{1 s}-\cdots-m_{s-1 s}
\end{align*}
$$

Distributive equation

$$
\begin{equation*}
a_{1} m_{1}+\cdots+a_{s} m_{s}=0 \tag{5}
\end{equation*}
$$

where $a_{i} \in F, m_{i} \in M_{i}, a_{i} \neq 0$ for all $i=1, \ldots s$ by replacement $a_{i} m_{i}=z_{i} \in M_{i}$ reduces to the equation (3) and then

$$
\begin{align*}
& a_{1} m_{1}=m_{12}+\cdots+m_{1 s} \\
& a_{2} m_{2}=-m_{12}+m_{23}+\cdots+m_{2 s} \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots  \tag{6}\\
& a_{i} m_{i}=-m_{1 i}-\cdots-m_{i-1 i}+m_{i i+1}+\cdots+m_{i s}, \\
& \cdots \cdots \cdots \cdots \cdots \cdots \\
& a_{s} m_{s}=-m_{1 s}-\cdots-m_{s-1 s} .
\end{align*}
$$

where $m_{i j} \in M_{i} \cap M_{j}$ for all $i, j i \neq j$. Hence

$$
\begin{align*}
& m_{1}=a_{1}^{-1}\left(m_{12}+\cdots+m_{1 s}\right), \\
& m_{2}=a_{2}^{-1}\left(-m_{12}+m_{23}+\cdots+m_{2 s}\right) \text {, } \\
& m_{i}=a_{i}^{-1}\left(-m_{1 i}-\cdots-m_{i-1 i}+m_{i i+1}+\cdots+m_{i s}\right) \text {, }  \tag{7}\\
& m_{s}=a_{s}^{-1}\left(-m_{1 s}-\cdots-m_{s-1 s}\right) .
\end{align*}
$$

Let now consider the system of distributive equations.

$$
\begin{align*}
& a_{11} m_{1}+\cdots+a_{1 s} m_{s}=0, \\
& a_{21} m_{1}+\cdots+a_{2 s} m_{s}=0,  \tag{8}\\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
& a_{t 1} m_{1}+\cdots+a_{t s} m_{s}=0
\end{align*}
$$

where $m_{i} \in M_{i}$ for all $i, M_{1}, \ldots, M_{s}$ are the submodules of the distributive module $M, a_{i j} \in F$ for all $i, j$.

Denote $A=\left(a_{i j}\right) \in M_{t \times s}(F)$. We can consider that vectors which are the rows of the matrix $A$ are linearly independent. Indeed, if

$$
\left(a_{t 1}, \ldots, a_{t s}\right)=a_{1}\left(a_{11}, \ldots, a_{1 s}\right)+\cdots+a_{t-1}\left(a_{t-11}, \ldots, a_{t-1 s}\right)
$$

then

$$
\begin{aligned}
& a_{t 1} m_{1}+\cdots+a_{t s} m_{s}= \\
& \quad=a_{1}\left(a_{11} m_{1}+\cdots a_{1 s} m_{s}\right)+\cdots+a_{t-1}\left(a_{t-11} m_{1}+\cdots+a_{t-1 s} m_{s}\right)
\end{aligned}
$$

Thus the last equation is a corollary of previous equations. Therefore $t \leq s$. When $t=s$ are the vectors which are the rows of the matrix $A$ and construct the basis of space $F^{s}$. Then

$$
\begin{align*}
& (1,0, \ldots, 0)=c_{11}\left(a_{11}, \ldots, a_{1 s}\right)+\cdots+c_{1 s}\left(a_{s 1}, \ldots, a_{s s}\right) \\
& (0,1, \ldots, 0)=c_{21}\left(a_{11}, \ldots, a_{1 s}\right)+\cdots+c_{2 s}\left(a_{s 1}, \ldots, a_{s s}\right)  \tag{9}\\
& \ldots \ldots \ldots \ldots \ldots \\
& (0,0, \ldots, 1)=c_{s 1}\left(a_{11}, \ldots, a_{1 s}\right)+\cdots+c_{s s}\left(a_{s 1}, \ldots, a_{s s}\right)
\end{align*}
$$

where $c_{i j} \in F$ for all $i, j$. Hence

$$
\begin{align*}
& m_{1}=c_{11}\left(a_{11} m_{1}+\ldots+a_{1 s} m_{s}\right)+\cdots+c_{1 s}\left(a_{s 1} m_{1}+\ldots+a_{s s} m_{s}\right) \\
& m_{2}=c_{21}\left(a_{11} m_{1}+\ldots+a_{1 s} m_{s}\right)+\cdots+c_{2 s}\left(a_{s 1} m_{1}+\ldots+a_{s s} m_{s}\right) \\
& \ldots \cdots \cdots \cdots+\cdots+a_{s s}\left(a_{s 1} m_{1}+\ldots+a_{s s} m_{s}\right) .  \tag{10}\\
& m_{s}=c_{s 1}\left(a_{11} m_{1}+\ldots+a_{1 s}\right)+\cdots+c_{1} .+\ldots
\end{align*}
$$

Thus, for existence of nonzero solution of the system (8) it is needed rank $A<s$, that is $t<s$.

Obviously, the solution of the system (8) depends on the set $M_{1}, \ldots, M_{s}$. Denote $\bar{M}=\left(M_{1}, \ldots, M_{s}\right)$. Thus the system (8) uniquely is determined by the matrix $A$ and the set of the irreducible modules $M_{1}, \ldots, M_{s}$ and we will denote it by $(A, \bar{M})$.

Consider the method of solving the system of distributive equations $(A, \bar{M})$. Determine the sequence of systems $\left(A_{1}, \bar{M}_{1}\right),\left(A_{2}, \bar{M}_{2}\right)$, $\ldots,\left(A_{t}, \bar{M}_{t}\right)$ inductively. Notably, let $A_{1}=A, \bar{M}_{1}=\bar{M}$. Let we have the system $\left(A_{k}, \bar{M}_{k}\right)$, where $A_{k}=\left(a_{i j}^{(k)}\right)$ - is rectangular matrix of size $(t+1-k) \times v_{k}, \bar{M}_{k}=\left(M_{1}^{(k)}, \ldots, M_{v_{k}}^{(k)}\right)$.

Let in the first row of the matrix $A_{k}$ the elements $a_{1 j_{1}}^{(k)}, a_{1 j_{2}}^{(k)}, \ldots, a_{1 j_{l_{k}}}^{(k)}$ are not equal to 0 , and all other elements are equal to 0 . That is the first equality of the system is of the form

$$
a_{1 j_{1}}^{(k)} m_{j_{1}}^{(k)}+\cdots+a_{1 j_{l_{k}}}^{(k)} m_{j_{l_{k}}}^{(k)}=0
$$

Then by (7)

$$
\begin{align*}
m_{j_{1}}^{(k)} & =\left(a_{1 j_{1}}^{(k)}\right)^{-1}\left(m_{j_{1} j_{2}}^{(k)}+\cdots+m_{j_{1} j_{l_{k}}}^{(k)}\right) \\
m_{j_{2}}^{(k)} & =\left(a_{1 j_{2}}^{(k)}\right)^{-1}\left(-m_{j_{1} j_{2}}^{(k)}+\cdots+m_{j_{2} j_{l_{k}}}^{(k)}\right),  \tag{11}\\
& \left.\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots m_{j_{l_{k-1}} j_{l_{k}}}^{(k)}\right) \\
m_{j_{l_{k}}}^{(k)} & =\left(a_{1 j_{l_{k}}}^{(k)}\right)^{-1}\left(-m_{j_{1} j_{2}}^{(k)}-\cdots-{ }^{(k)}\right.
\end{align*}
$$

Substituting these expressions for $m_{j_{l}}^{(k)}$ when $l=1, \ldots, l_{k}$ in other equalities of the system $\left(A_{k}, \bar{M}_{k}\right)$, we will have the system of $t-k$ equalities

$$
\begin{aligned}
& \sum_{r=1}^{l_{k}} a_{i j_{r}}^{(k)}\left(a_{1 j_{r}}^{(k)}\right)^{-1}\left(-m_{j_{1} j_{r}}^{(k)}-\cdots-m_{j_{r-1} j_{r}}^{(k)}+m_{j_{r} j_{r+1}}^{(k)}+\cdots+m_{j_{r} j_{l_{k}}}^{(k)}\right)+ \\
&+\sum_{j \neq j_{1}, \ldots, j_{l}} a_{i j}^{(k)} m_{j}^{(k)}=0
\end{aligned}
$$

$i=2, \ldots, t+1-k$. This is the system of $C_{l_{k}}^{2}+\left(v_{k}-l_{k}\right)=v_{k+1}$ unknowns: $m_{j_{x} j_{y}}^{(k)}\left(x \neq y, x, y=1, \ldots, l_{k}\right)$ and $m_{j}^{(k)}\left(j \neq j_{r}, r=1, \ldots, l_{k}\right)$, where $m_{j_{x} j_{y}}^{(k)} \in M_{j_{x}}^{(k)} \cap M_{j_{y}}^{(k)}$.

Let

$$
\begin{aligned}
& \bar{M}_{k+1}=\left\{M_{j_{x}}^{(k)} \cap M_{j_{y}}^{(k)}, x \neq y, x, y=1, \ldots, l_{k}\right\} \cup \\
& \cup\left\{M_{j}^{(k)}, 1 \leq j \leq V_{k}, j \neq j_{1}, \ldots, j_{l_{k}}\right\}
\end{aligned}
$$

Obtained rectangular matrix of the size $(t-k) \times v_{k+1}$ from unknowns $m_{j_{x} j_{y}}^{(k)}, x \neq y, x, y=1, \ldots, l_{k}, m_{j}^{(k)}$ and $m_{j}^{(k)}, j \neq j_{r}, r=1, \ldots, l_{k}$ we denote by $A_{k+1}$. Thus, we have obtained the system of distributive equations $\left(A_{k+1}, \bar{M}_{k+1}\right)$.

Solving only one equation from each system $\left(A_{1}, \bar{M}_{1}\right),\left(A_{2}, \bar{M}_{2}\right), \ldots$, $\left(A_{t-1}, \bar{M}_{t-1}\right)$, we will obtain the system $\left(A_{t}, \bar{M}_{t}\right)$ of one distributive equation, which we will obtain also by the following formulas (7). We will have the $(t-1)$-th union of relations (11) for $k=1, \ldots, t-1$ between old unknowns of the system $\left(A_{k}, \bar{M}_{k}\right)$ and innovated unknowns of the system $\left(A_{k+1}, \bar{M}_{k+1}\right)$. Using these relations in inverse order, firstly when $k=t-1$, then when $k=t-2$ and so forth, we will obtain the solution of the system $\left(A_{1}, \bar{M}_{1}\right)=(A, \bar{M})$.

Note that since module $\bar{M}_{k+1}$ either coincides with the module $\bar{M}_{k}$ or is the intersection of two modules from $\bar{M}_{k}$, and the solution of the
system of distributive equations (8) is of the form

$$
\begin{align*}
& m_{1}=b_{11} x_{1}+b_{12} x_{2}+\cdots+b_{1 r} x_{r}, \\
& m_{2}=b_{21} x_{1}+b_{22} x_{2}+\cdots+b_{2 r} x_{r}  \tag{12}\\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots+b_{s r} x_{r} \\
& m_{s}=b_{s 1} x_{1}+b_{s 2} x_{2}+\cdots
\end{align*}
$$

where $b_{i j} \in F, x_{i} \in X_{i}, X_{i}$ - is the intersection of not more than the $(t+1)$ 's module from the set $M_{1}, M_{2}, \ldots, M_{s}$.

Proposition 2. The solution (12) of the system of distributive equations (8), which is obtained by mentioned method, is the general solution of this system.

Proof. The proof will be made with the help of induction by the number of equations of the system(8). The base of the induction is $t=1$. The solution of distributive equation (5) is of the form (7) and is the general solution of the equation by the theorem 3 .

Let we have the system (8) of $t$ equations and let the solution of the system of $(t-1)$ distributive equations, which is obtained by the mentioned method, be the general solution of the system of distributive equations.

Let $a_{11}, \ldots, a_{1 l}$ in the system (8) be the elements of the first row, which are not equal to $0, a_{1 l+1}=\cdots=a_{1 s}=0$. The the system (8) subject to the solution of the first equation from the system is equivalent to the system

$$
\begin{align*}
& \quad m_{1}=a_{11}^{-1}\left(m_{12}+\cdots+m_{1 l}\right) \\
& m_{2}=a_{12}^{-1}\left(-m_{12}+m_{23}+\cdots+m_{2 l}\right), \\
& \cdots \cdots \cdots \cdots \cdots \cdots  \tag{13}\\
& m_{i}=a_{1 i}^{-1}\left(-m_{1 i}-\cdots-m_{i-1 i}+m_{i i+1}+\cdots+m_{i l}\right), \\
& \cdots \cdots \cdots \cdots \cdots \cdots  \tag{14}\\
& m_{l}=a_{1 l}^{-1}\left(-m_{1 l}-\cdots-m_{l-1 l}\right) . \\
& a_{21} a_{11}^{-1} \sum_{k=2}^{l} m_{1 k}+\cdots+a_{2 l} a_{1 l}^{-1} \sum_{k=1}^{l-1} m_{k l}+\sum_{k=l+1}^{s} a_{2 k} m_{k}=0, \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots a_{t l} a_{1 l}^{-1} \sum_{k=1}^{l-1} m_{k l}+\sum_{k=l+1}^{s} a_{t k} m_{k}=0 . \\
& a_{t 1} a_{11}^{-1} \sum_{k=2}^{l} m_{1 k}+\cdots \cdots \cdots
\end{align*}
$$

From (13) it follows that $m_{1}+\cdots+m_{l}=0$, and it is the first equation of the system (8). By assumption of induction the solution of the system (14) is a general

$$
\begin{align*}
& m_{12}=b_{11} x_{1}+b_{12} x_{2}+\cdots+b_{1 r} x_{r} \\
& \cdots \cdots \cdots \cdots \cdots \cdots \cdots  \tag{15}\\
& m_{l-1 l}=b_{u 1} x_{1}+b_{u 2} x_{2}+\cdots+b_{u r} x_{r}, \\
& m_{l+1}=b_{u+11} x_{1}+b_{u+12} x_{2}+\cdots+b_{u+1 r} x_{r} \\
& \cdots \cdots \cdots \cdots \cdots \cdots \\
& m_{s}=b_{u+s-l 1} x_{1}+b_{u+s-l 2} x_{2}+\cdots+b_{u+s-l r} x_{r} .
\end{align*}
$$

where $\left.u=C_{l}^{2}, b_{i j} \in F, x_{k} \in X_{k}, k=1, \ldots, r, X_{k}\right)$ - is the intersection of not more than $t$ modules from the set $M_{1}, \ldots, M_{s}$.

Then the expression for $m_{1}, \ldots, m_{l}$ we obtain from (13) and (15). Moreover, from the generality of the solution (15) and the unambiguity of expressions for $m_{1}, \ldots, m_{l}$ in (13) we will obtain the generality of the system's solution (13) - (14). From the equivalence of the systems (13) - (14) and (8) we obtain that the solution of the system (8), which is obtained by the mentioned method, is the general. The proposition is proved.

The solution (12) of the system of distributive equations (8) we will write as

$$
X_{1}\left(\begin{array}{c}
b_{11} \\
\vdots \\
b_{s 1}
\end{array}\right)+X_{r}\left(\begin{array}{c}
b_{1 r} \\
\vdots \\
b_{s r}
\end{array}\right)
$$

Remark 2. The form of the solution (12) depends on the set of equations which are solved from each system $\left(A_{k}, \bar{M}_{k}\right)$.

$$
\text { If } Y_{1}\left(\begin{array}{c}
c_{11} \\
\vdots \\
c_{s 1}
\end{array}\right)+Y_{p}\left(\begin{array}{c}
c_{1 p} \\
\vdots \\
c_{s p}
\end{array}\right) \text { is the another solution of the system (12), }
$$

then from the generality of the solutions we have

$$
X_{1}\left(\begin{array}{c}
b_{11} \\
\vdots \\
b_{s 1}
\end{array}\right)+X_{r}\left(\begin{array}{c}
b_{1 r} \\
\vdots \\
b_{s r}
\end{array}\right)=Y_{1}\left(\begin{array}{c}
c_{11} \\
\vdots \\
c_{s 1}
\end{array}\right)+Y_{p}\left(\begin{array}{c}
c_{1 p} \\
\vdots \\
c_{s p}
\end{array}\right)
$$

The set of irreducible modules $\left\{\bar{M}_{1}, \ldots, \bar{M}_{v}\right\}$ constructs the partially ordered set by inclusion.

Let us consider the cases when the expression for the set of system's solutions can be simplified.

- Let the module $\bar{M}_{1}$ be the submodule of modules $\bar{M}_{i_{1}}, \ldots, \bar{M}_{i_{z}}$ and vector $\bar{b}_{1}$ is linearly expressed over $F$ through vectors $\bar{b}_{i_{1}}, \ldots, \bar{b}_{i_{z}}$ : $\bar{b}_{1}=\alpha_{1} \bar{b}_{i_{1}}+\cdots+\alpha_{z} \bar{b}_{i_{z}}$, where $\alpha_{j} \in F$. Then

$$
\begin{aligned}
& \quad \bar{b}_{1} \bar{M}_{1}+\bar{b}_{i_{1}} \bar{M}_{i_{1}}+\cdots+\bar{b}_{i_{z}} \bar{M}_{i_{z}}= \\
& \quad=\left(\alpha_{1} \bar{b}_{i_{1}}+\cdots+\alpha_{z} \bar{b}_{i_{z}}\right) \bar{M}_{1}+\bar{b}_{i_{1}} \bar{M}_{i_{1}}+\cdots+\bar{b}_{i_{z}} \bar{M}_{i_{z}}= \\
& =\bar{b}_{i_{1}}\left(\alpha_{1} \bar{M}_{1}+\bar{M}_{i_{1}}\right)+\bar{b}_{i_{2}}\left(\alpha_{2} \bar{M}_{1}+\bar{M}_{i_{2}}\right)+\cdots+\bar{b}_{i_{z}}\left(\alpha_{z} \bar{M}_{1}+\bar{M}_{i_{z}}\right)= \\
& \quad=\bar{b}_{i_{1}} \bar{M}_{i_{1}}+\bar{b}_{i_{2}} \bar{M}_{i_{2}}+\cdots+\bar{b}_{i_{z}} \bar{M}_{i_{z}} .
\end{aligned}
$$

- Let the vectors $\bar{b}_{i}$ and $\bar{b}_{j}$ be collinear and not equal to zero. Then

$$
\bar{b}_{i} \bar{M}_{i}+\bar{b}_{j} \bar{M}_{j}=\bar{b}_{i} \bar{M}_{i}+\lambda \bar{b}_{i} \bar{M}_{j}=\bar{b}_{i}\left(\bar{M}_{i}+\lambda \bar{M}_{j}\right)=\bar{b}_{i}\left(\bar{M}_{i}+\bar{M}_{j}\right)
$$

## 4. The construction of projective resolution of irreducible modules over tiled order

Let $X_{1}, \ldots, X_{s}$ be the set of all maximal submodules of irreducible and non-projective $\Lambda$-module $M$ with $\mathcal{E}(M)=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ and $\mathcal{E}\left(X_{i}\right)=$ $\mathcal{E}(M)+e_{j_{i}}$, where $e_{k}=(\underbrace{0, \ldots, 0}, 1,0, \ldots, 0)$. Then by the proposition 1

$$
P(M)=\stackrel{s}{\oplus} \stackrel{s}{\oplus} \pi^{\alpha_{j_{i}}} P_{j_{i}} \quad \text { and } \quad M=\sum_{i=1}^{s} \pi^{\alpha_{j_{i}}} P_{j_{i}}
$$

By the corollary 1 the kernel of epimorphism $\varphi: P(M) \mapsto M$ equals to $\operatorname{ker} \varphi=\left\{\left(y_{1}, \ldots, y_{n}\right) \mid y_{i}=\sum_{k \neq i} m_{i k}, m_{i k}=-m_{k i} \in P_{j_{i}} \cap P_{j_{k}}\right\}$.

The kernel $K_{1}$ as submodule in $\underset{i=1}{\oplus} M_{i}$ can be formally written as

$$
K_{1}=\sum_{i<j}\left(M_{i} \cap M_{j}\right)\left(e_{i}-e_{j}\right), \text { where } e_{k}=(\underbrace{0, \ldots, 0}_{k-1}, 1,0, \ldots, 0) .
$$

Let the $n$-th kernel of projective resolution of irreducible module be of the form $K_{n}=\sum_{i=1}^{s} M_{i} \bar{f}_{i}$, where $M_{i}$ - are irreducible modules and $P\left(M_{i}\right)=\underset{k=1}{l_{i}} P_{j_{k}}^{(i)}$.

Obviously, there is the epimorphism $\psi: \underset{k=1}{\ell_{i}} P\left(M_{i}\right) \rightarrow K_{n}$, which operates by the formula

$$
\begin{aligned}
\psi\left(m_{1}^{1}, \ldots, m_{l_{1}}^{1}, m_{1}^{2}\right. & \left., \ldots, m_{l_{2}}^{2}, \ldots, m_{1}^{s}, \ldots, m_{l_{s}}^{s}\right)= \\
& =\left(m_{1}^{1}+\ldots+m_{l_{1}}^{1}\right) \bar{f}_{1}+\ldots+\left(m_{1}^{s}+\ldots+m_{l_{s}}^{s}\right) \bar{f}_{s}
\end{aligned}
$$

Proposition 3. Let $M_{1}, \ldots, M_{s}$ be $\Lambda$-modules, $P\left(M_{i}\right)=\underset{k=1}{l_{i}} P_{j_{k}}^{(i)}$ be the projective cover of module $M_{i}$ and the epimorphism $\psi: \underset{k=1}{l_{i}} P\left(M_{i}\right) \rightarrow K_{n}$ operates by the rule

$$
\begin{aligned}
& \psi\left(m_{1}^{1}, \ldots, m_{l_{1}}^{1}, m_{1}^{2}, \ldots, m_{l_{2}}^{2}, \ldots, m_{1}^{s}, \ldots, m_{l_{s}}^{s}\right)= \\
& =\left(m_{1}^{1}+\ldots+m_{l_{1}}^{1}\right) \bar{f}_{1}+\ldots+\left(m_{1}^{s}+\ldots+m_{l_{s}}^{s}\right) \bar{f}_{s} .
\end{aligned}
$$

If projective module $P_{1}^{(1)}$ is the submodule of projective modules $P_{1}^{(2)}, P_{1}^{(3)}, \ldots, P_{1}^{(t)}$ and $\bar{f}_{1}=\alpha_{2} \bar{f}_{2}+\alpha_{3} \bar{f}_{3}+\cdots+\alpha_{t} \bar{f}_{t}$, where $\alpha_{i} \in F$, then there exists the epimorphism $\bar{\psi}:\left(\underset{k=2}{l_{1}} P_{k}^{(1)}\right) \oplus\left(\underset{i=2}{\stackrel{s}{\oplus}} P\left(M_{i}\right)\right) \rightarrow K_{n}$, which operates by the rule

$$
\begin{aligned}
\bar{\psi}\left(m_{2}^{1}, \ldots, m_{l_{1}}^{1}, m_{1}^{2}\right. & \left., \ldots, m_{l_{2}}^{2}, \ldots, m_{1}^{s}, \ldots, m_{l_{s}}^{s}\right)= \\
& =\left(m_{2}^{1}+\ldots+m_{l_{1}}^{1}\right) \bar{f}_{1}+\ldots+\left(m_{1}^{s}+\ldots+m_{l_{s}}^{s}\right) \bar{f}_{s} .
\end{aligned}
$$

Proof. Let write down the operation of the epimorphism $\psi$ in the form

$$
\begin{aligned}
& \psi\left(m_{1}^{1}, \ldots, m_{l_{s}}^{s}\right)= \\
& =m_{1}^{1} \bar{f}_{1}+\left(m_{2}^{1}+\ldots+m_{l_{1}}^{1}\right) \bar{f}_{1}+\left(m_{1}^{2}+\ldots+m_{l_{2}}^{s}\right) \bar{f}_{2} \ldots+\left(m_{1}^{s}+\ldots+m_{l_{s}}^{s}\right) \bar{f}_{s}= \\
& =m_{1}^{1}\left(\alpha_{2} \bar{f}_{2}+\ldots+\alpha_{t} \bar{f}_{t}\right)+\left(m_{2}^{1}+\ldots+m_{l_{1}}^{1}\right) \bar{f}_{1}+\ldots+\left(m_{1}^{s}+\ldots+m_{l_{s}}^{s}\right) \bar{f}_{s}= \\
& \quad=\left(m_{2}^{1}+\ldots+m_{l_{1}}^{1}\right) \bar{f}_{1}+\left(\left(m_{1}^{2}+\alpha_{2} m_{1}^{1}\right)+m_{2}^{2}+\ldots+m_{l_{2}}^{2}\right) \bar{f}_{2}+\ldots \\
& +\left(\left(m_{1}^{t}+\alpha_{t} m_{1}^{1}\right)+m_{2}^{t}+\ldots+m_{l_{t}}^{t}\right) \bar{f}_{t}+\left(m_{1}^{t+1}+\ldots+m_{l_{t+1}^{t+1}}^{t+1}\right) \bar{f}_{t+1}+\ldots \\
& \\
& \quad+\left(m_{1}^{s}+\ldots+m_{l_{s}}^{s}\right) \bar{f}_{s} .
\end{aligned}
$$

Since $P_{1}^{(1)} \subseteq P_{1}^{(k)}$ for all $k=2, \ldots, t$, then $m_{1}^{k}+\alpha_{k} m_{1}^{1}=\bar{m}_{1}^{k}$ for all $k=2, \ldots, t$, where $\bar{m}_{1}^{k} \in P_{1}^{(k)}$.

Thus,

$$
\begin{aligned}
& \psi\left(m_{1}^{1}, \ldots, m_{l_{s}}^{s}\right)=\left(m_{2}^{1}+\cdots+m_{l_{1}}^{1}\right) \bar{f}_{1}+ \\
& \quad+\left(\bar{m}_{1}^{2}+m_{2}^{2}+\cdots+m_{l_{2}}^{2}\right) \bar{f}_{2}+\cdots+\left(\bar{m}_{1}^{t}+m_{2}^{t}+\cdots+m_{l_{t}}^{t}\right) \bar{f}_{t}+ \\
& \quad+\left(m_{1}^{t+1}+\cdots+m_{l_{t+1}}^{t+1}\right) \bar{f}_{t+1}+\cdots+\left(m_{1}^{s}+\cdots+m_{l_{s}}^{s}\right) \bar{f}_{s}= \\
& \quad=\bar{\psi}\left(m_{2}^{1}, \ldots, m_{l_{1}}^{1}, \bar{m}_{1}^{2}, m_{2}^{2}, \ldots, m_{l_{2}}^{2}, \bar{m}_{1}^{3}, \ldots, m_{l_{3}}^{3}, \ldots,\right. \\
& \left.\quad \ldots, \bar{m}_{1}^{t}, m_{2}^{t}, m_{l_{t}}^{t}, m_{1}^{t+1}, \ldots, m_{l_{t+1}}^{t+1}, \ldots, m_{1}^{s}, m_{l_{s}}^{s}\right)
\end{aligned}
$$

Corollary 2. In conditions of proposition 3 projective module $P_{1}^{(1)}$ isn't included in projective cover of module $P\left(K_{n}\right)$.

By the kernel $K_{n}$ we construct the epimorphism $\psi: \underset{k=1}{\bigoplus_{i}} P\left(M_{i}\right) \rightarrow K_{n}$, which operates by the rule

$$
\begin{aligned}
& \psi\left(m_{1}^{1}, \ldots, m_{l_{1}}^{1}, m_{1}^{2}, \ldots, m_{l_{2}}^{2}, \ldots, m_{1}^{s}, \ldots, m_{l_{s}}^{s}\right)= \\
& =\left(m_{1}^{1}+\ldots+m_{l_{1}}^{1}\right) \bar{f}_{1}+\ldots+\left(m_{1}^{s}+\ldots+m_{l_{s}}^{s}\right) \bar{f}_{s} .
\end{aligned}
$$

Using proposition 3 by the epimorphism $\psi$ we construct the epimorphism $\bar{\psi}$ with the minimal number of direct summand. For the kernel $K_{n+1}$ we obtain the system of distributive equations. This system is solved by the method given in the section 3. Hereby, we construct the projective resolution of irreducible module, indicating not only projective modules but also all intermediate kernels.

## Conclusion

The results obtained in sections 3 and 4 allow to construct projective resolutions of irreducible modules over tiled order and calculate the global dimension of order. There is the program, which is written in Java programming language, on the basis of performed researches. It allows to calculate projective resolutions of irreducible modules over tiled order of any finite length.

Specifying the kernels of resolution in explicit form allows to determine easily whether the global dimension of tiled order depends on characteristic of skew field, i.e. whether the order is regular.
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