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The properties of existing superconductors with electron spectrum instabilities, namely charge-den-
sity waves (CDW'’s) and spin-density waves (SDW's), are reviewed. In such substances the supercon-
ducting gap exists over the whole Fermi surface, whereas the dielectric gap emerges only on its nested
sections. In particular, CDW superconductors include layered dichalcogenides, NbSe, , compounds with
the A15 and C15 structures, etc. There is a lot of evidence that high-7_ oxides also belong to this group
of materials. SDW superconductors include, e.g., URu,Si, and related heavy-fermion compounds, Cr—Re
alloys and organic superconductors. The theoretical description given in this review is based mostly on
the Bilbro— McMillan model of the partially dielectrized metal. Various thermodynamic and electrody-
namic properties are calculated in the framework of this model. The main subject of the review is the
nonstationary Josephson effect in tunnel junctions involving CDW or SDW superconductors. A new
effect of symmetry breaking in symmetrical tunnel junctions is predicted by the authors. A comparison
with experiment is given.
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Introduction

The concept of the dielectric structural transition
due to the electron-phonon interaction (commonly
called the Peierls transition) has its roots in the
thirties, but it became wide- spread after the publi-
cation of the book [1]. At the same time,
Frohlich [2] considered a possible sliding of the
collective state involving electrons and lattice dis-
placements in the one-dimensional (1D) metal as a
manifestation of superconductivity. The emergent
concomitant energy gap was identified by him with
a superconducting gap rather than with the dielec-
tric Peierls gap, as had to be done. It is remarkable
that the very concept of the electron spectrum
energy gap in the superconducting state had been
put forth by Bardeen almost simultaneously with
Frohlich and even before the microscopic Bardeen —
Cooper — Schrieffer (BCS) theory was construc-
ted [3].

Frohlich’s point of view [2] was revived after
the sensational discovery of the giant conductivity
peak in the organic salt TTF-TCNQ [4]. However,
the coherent transport phenomena appropriate to
the quasi-1D substances appeared to be a manifesta-
tion of a quite different collective state: charge-den-
sity waves (CDW’s) [5]. Their coherent properties
now constitute a separate and interesting branch of
solid-state science, but they lie beyond the scope of
our review and will be touched upon hereafter only
in specific cases where necessary.

As to the superconductivity itself, it was ex-
plained in the BCS theory on the basis of the
Cooper pairing concept and was later shown by
Gor’kov to be described by a peculiar type of
broken-symmetry state, specifically, a state with
off-diagonal long-range order (ODLRO) [6]. Such
a state is characterized by the two-particle density
matrix

p = W ()W W (W, (F)C, (1)

where W (W) is the annihilation (creation) field
operator; [l.0Omeans the thermodynamical averag-
ing, and a is a spin projection. The key property of
pinthe ODLRO case is the nonzero factorization of
the matrix for|r - r,| - co while |r} = r | and |r' —r|

remain finite. Then

p - W)W (r )OI (W, (D, (2)
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i.e., the ODLRO is described by the Gor'kov’s
order parameter (OP) [3]. For the normal state,

p - 0in the same limit.

The possibility of the normal state reconstruction
at low temperatures, T, by the boson-mediator in-
duced electron-electron attraction in superconduc-
tors [3] inspired the appearance of the mathemati-
cally and physically related model called «the
excitonic insulator» [7]. In the original BCS model
for the isotropic s-pairing the Fermi liquid instabi-
lity is ensured by the congruence of the Fermi
surfaces (FS’s) for both spin projections. At the
same time, the excitonic instability of the isotropic
semimetal is due to the electron-hole (Coulomb)
attraction provided both FS pockets are congruent
(nested). A similar phenomenon can occur also in
narrow-band-gap semiconductors when the exciton
binding energy exceeds the gap value [7].

In the excitonic insulator state the two-particle
density matrix is factorized in a manner quite differ-
ent from that of Eq. (2):

P~ W (e W (OOW! (r )W ()T, (3)

where |r,' = r | ~ o, with [r} | and [' = r | being
finite. The averages on the right-hand side of Eq. (3)
describe the dielectric OP, which will be specified
later in the review. One sees that they correspond to
the <«normal» Green’s functions (GF’s) & in the
usual notation, whereas the averages in Eq. (2)
represent the <«anomalous» Gorkov’s GF's F[3]
caused by the Cooper pairing. The long-range order
contained in Eq. (3) is called diagonal (DLRO)
[7,8]. The classification of ODLRO and DLRO
given here is expressed in the electronic repre-
sentation of the operators rather than in the hole one,
for which these notions should be interchanged [8].
However, the difference between two kinds of the
long-range order is intrinsic and deep, leading to
their distinct coherence properties.

The excitonic insulator state covers four possible
different classes of the electronic orderings [7]:
CDW's, the spin-density waves (SDW’s) charac-
terized below, orbital antiferromagnetism, and spin
currents. The last two states have not yet been
observed to our knowledge and will be discussed in
the following Sections only in brief.

The low-T excitonic rearrangement of the parent
electronic phase may be accompanied by a crystal
lattice transformation [7,8] due to the electron-pho-
non coupling, which always exists. Therefore, the
Peierls and excitonic insulator models are, in actual
fact, quite similar. The main difference is the one-
band origin of the instability in the former, while
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the latter is essentially a two- or multiple-band
entity.

The SDW collective ground state can not only
come from the electron-hole pairing but also can be
induced by the finite wave-vector singularities of
the magnetic susceptibility, whatever the magni-
tude of the underlying Coulomb electron-electron
repulsion [9,10]. SDW’s are marked by a periodic
spin-density modulation. It can be either commen-
surate or incommensurate with the background
crystal lattice. SDW’s with the inherent wave vec-
tor Q, where |Q| is related to the Fermi momentum
k;. (the Planck’s constant % =1), were first sug-
gested by Overhauser [11] for isotropic metals.
Later the SDW stabilization by band-structure ef-
fects, in particular, by nesting FS sections, was
shown. SDW'’s are not so widely abundant as
CDW’s, their most popular host being Cr and its
alloys [10].

In view of the similarities and differences be-
tween the DLRO and ODLRO ground states, it
seems quite natural that both theorists and experi-
mentalists extensively investigated the coexistence
between superconductivity, on the one hand, and
CDW’s [8,12-19] or SDW’s [8,12,15-17,20-22],
on the other. The goal of our review is just to cover
the main achievements that have been obtained in
the study of this issue. It should be stressed that
from the theoretical point of view the problem of
the coexistence between superconductivity and
DW'’s (hereafter we use the notation DW for the
common case of CDW or SDW) in quasi-1D metals
is very involved and even in its simplest setup
(the so-called g-ology) is far from being solved
[12,23,24]. On no account can the mean-field treat-
ment, which is our actual method, be fully adequate
in this situation. Nevertheless, experiment clearly
demonstrates that in real three-dimensional (3D)
though anisotropic materials the superconducting
and dielectric pairings do coexist in a robust man-
ner, so that the sophisticated peculiarities intro-
duced by the theory of 1D objects remain of aca-
demic interest for them. The only, but very
important, exception is the organic family
(TMTSF),X and its relatives [23-25]. Thus, the
predictions of the mean-field theory for these very
materials should be regarded with a certain caution.

At the same time, for the overwhelming majority
of superconductors, suspected or shown to undergo
a dielectric transition of the spin-singlet (CDW) or
spin-triplet (SDW) type, the main question is not
about the coexistence of Cooper and electron-hole
pairings (it can be relatively easily proved experi-
mentally), but whether the dielectrization of the FS
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is favorable to or destructive of superconductivity.
We adopt the latter scenario, being aware of the
absence of superconductivity in fully dielectrized
substances. Partial dielectrization (gapping) has
also been demonstrated to have a detrimental effect
on superconductivity [13,23,26,27]. There is also an
opposite point of view [28,29], which assumes en-
hancement of the superconducting critical tempera-
ture T, by the singular electron density of states
(DOS) near the dielectric gap edge. This conjecture
is based on the model of the doped excitonic insula-
tor with complete dielectrization [8] and has not
been verified yet. On the contrary, the model of the
partial dielectrization [15—18,20,22], as described
below, explains many characteristic features of dif-
ferent classes of superconductors and is consistent
with the principal tendency inherent to those sub-
stances. Namely, in the struggle for the FS, super-
conductivity is most often found to be the weakest
competitor. Therefore, the most direct way to en-
hance T, is to avoid the dielectrization of the DW
type [14]. It is, however, necessary to mention the
possibility of stimulation of d-wave or even p-wave
superconductivity by DW-induced electron spec-
trum reconstruction [30].

Irrespective of the utilitarian goals, the physics
of DW superconductors is very rich and attractive.
In one review it is impossible to consider all sides of
the problem or cover all substances which have been
claimed to belong to the class of objects concerned.
Nevertheless, we shall try at least to mention every
type of such superconductors and their charac-
teristics. Special attention is given to oxides, in-
cluding high-T, ones. To the authors’ knowledge,
this aspect of high-T,_ superconductivity has not
been examined in detail earlier. The theoretical
interpretation of the data will be made mainly on
the basis of our results, although a large number of
the related sources is also involved. We shall not
consider alternative scenarios of superconductivity
for the low- or high-T_ superconductors treated
here, because many of the corresponding compre-
hensive reviews can be easily found (see, e.g.,
Refs. 31-36). In those places when it is necessary to
indicate the relationships between our approach and
other treatments, we often cite reviews rather than
original papers because otherwise the list of refer-
ences would become too lengthy.

Tunnel spectroscopy (TS), point-contact spec-
troscopy (PCS), and Josephson-effect data for DW
superconductors are analyzed in considerable detail
because of their great importance in revealing the
most salient features of the investigated materials.
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The outline of the review is as follows. In Sec. 1
the background experimental data are discussed.
High-T, oxides are considered separately in Sec. 2.
A theoretical formulation is given in Sec. 3. The
next Sections include theoretical results concerning
the specific properties of DW superconductors and
discussions of the relevant experimental data. Sec-
tions 4 and 5 are devoted to the thermodynamic
and electrodynamic properties of DW superconduc-
tors. Josephson and quasiparticle currents in junc-
tions involving DW superconductors are studied in
Sec. 6. The general conclusions are given at the end
of the review.

1. Experimentally observed partially
dielectrized superconductors

1.1. CDW superconductors

The most direct way to visualize CDW'’s in
semiconducting and metallic substances is to obtain
contrast scanning tunnel microscopy (STM) real-
space pictures of their surfaces. Such pictures have
been obtained, e.g., for the layered dichalcogenides
1T-TaS,_Se, [37] and 2H-NbSe, [38], quasi-1D
NbTe, [39], and NbSe; [40], as well as for the
high-T, oxide YBa,Cu,0,_. (YBCO) [41]. At the
same time, the application of the spectroscopic
STM-based technique enables one to determine the
respective dielectric energy gaps. They have been
unambiguously found by this method and in related
tunnel and point-contact measurements for a num-
ber of CDW superconductors: NbSe,; [40,42-44],
2H-NDbSe, [38,45], 2H-TaSe, and 2H-TaS, [45]. In
the purple bronze Li, ¢Mo,O,,, which reveals a
resistivity rise below 25 K and superconductivity
below T, = 1.7 K [46], the CDW-driven gap was
not identified, although the superconducting gap of
the conventional BCS type is clearly seen in the
tunnel spectra of (Lij gsNaj 35)5 gM0gO4; , with the
same 1", as the parent compound [47].

Since CDW's are usually interrelated with crys-
tal lattice distortions [7,8,26,35,46], the detection
of the latter often serves as an indicator of the
former. Such displacements, incommensurate or
commensurate with the background lattice, were
disclosed by an x-ray diffraction technique (as mo-
mentum-space extra or modified spots) for the
perovskites Ba,_ K BiO; (BKB) [48], which re-
main candidates for being CDW superconductors,
although their high 7 =30 K with respect to
T, <13 K of their partially dielectrized supercon-
ducting relatives BaPb,_ Bi Oq (BPB) [14] may
imply total CDW suppression [49]. X-ray diffrac-
tion was also helpful for investigating CDW’s in the
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layered superconductors 2H-TaSe, , 4Hb-TaSe,,
2H-TaS, , 2Hb-TaS, , and 2H-NbSe, [27,50].

Electron diffraction scattering by the same com-
pounds displayed even more clear-cit CDW
patterns [27]. The same method uncovered in
BPB a cubic-tetragonal structural instability for
0<x<08 and a tetragonal-monoclinic one for
nonsuperconducting compositions, but no incom-
mensurate CDW'’s [51]. On the other hand, accor-
ding to the electron diffraction experiments, in
Ba,_.A BiO, (A =K, Rb) the diffuse scattering,
corresponding to structural fluctuations of the R,
tilt mode of the oxygen octahedra, shows up in the
cubic phase near x = 0.4 with the highest supercon-
ducting T, [52]. Electron diffraction on K WO,
revealed  incommensurate  superstructure  for
0.24 < x < 0.26 [53], where T, has a shallow mini-
mum [54].

Neutron diffraction measurements have revealed
structural transitions as well as phonon softening in
the oxides Rb, WO, [55], whereas the x-ray diffrac-
tion method was unable to discover these anomalies
well seen in resistive measurements [56].

Although direct observations of the CDW'’s are
always highly desirable, the lack of them does not
ensure the absence of CDW’s in the investigated
substance. As an example, one should mention the
discovery of a weak low-T (=38 K) structural
CDW transition in TTF-TCNQ by measurements of
the resistivity derivative dp/dT [57]. This result
was only subsequently confirmed by the x-ray [58]
and neutron [59] scattering. Thus, the existence of
CDW'’s and the concomitant lattice distortion can
be established by quite a number of methods. For
superconducting layered chalcogenides CDW’s ma-
nifested themselves in resistivity [26,27] and angle-
resolved photoemission spectra (ARPES) [60].
NbSe, is a normal structurally unstable metal under
ambient pressure P with two successive dielectric
phase transitions and becomes superconducting,
but still partially dielectrized [44] for P = 0.5 kbar
[61]. Here CDW'’s were revealed by measurements
of the resistivity and heat capacity Cp, [5].

In BPB, the partial dielectrization and /or
CDW'’s have been observed both for non-supercon-
ducting and superconducting compositions in mea-
surements of p and C,, [14], optical reflection spec-
tra [62], and thermopower (TP) [63] (here the
coexistence between delocalized and localized elec-
trons made itself evident), and x-ray absorption
(EXAFS) [64], where the inequivalence between
different Bi ions is readily seen from pair-distribu-
tion functions.
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Definite evidence for CDW formation in nonsu-
perconducting and superconducting BKB solid solu-
tions has been obtained in the optical reflection
spectra [65] and EXAFS measurements [64]. More-
over, positron angular correlations in BKB dis-
closed large nesting FS sections [66], which are
mandatory for CDW emergence.

Optical reflectance and transmittance investiga-
tions of semiconducting BPB compositions with
x =1, 0.8, and 0.6 have elucidated the band-cross-
ing character of the metal—insulator transition there
with the respective indirect dielectric gaps 0.84,
0.32, and 0.14 eV [67]. The nesting origin of the
gap for the limiting oxide BaBiO, is confirmed by
the band structure calculations [68], according to
which the FS nesting is not perfect (see Sec. 3), but
the dielectrization is still possible because the
BiOg octahedron tilting distortions make the FS
more unstable against nesting-driven breathing dis-
tortions. Similar calculations for BKB with x = 0.5
demonstrate the vanishing of both instabilities [68].

Metal—insulator transitions for superconducting
hexagonal tungsten bronzes Rb WO, and K WO,
are observed in resistive, Hall, and TP measure-
ments [54,56]. It is remarkable that the x-depend-
ence of the critical structural transition tempera-
ture, T, , anticorrelates with T (x) in Rb,WO4 [56]
and, to a lesser extent, in K. WO, [54]. On the
other hand, such anomalies are absent in supercon-
ducting Cs WO, , where T (x) is monotonic [69].
For the sodium bronze Na, WO, superconductivity
exists in the tetragonal I modification, and T, is
enhanced near the phase boundary with the nonsu-
perconducting tetragonal II structure [70]. It may
turn out that the recent observation (both by p and
magnetic susceptibility, ¥, measurements) of
T,=91 K in the surface region of single crystals
Na, ,sWO4 [71] is due to the realization of an
optimal crystal lattice structure without reconstruc-
tion detrimental to superconductivity. In this con-
nection one should bear in mind that the oxide
Na WOy is a mixture of two phases, at least for
x20.28 [72].

The two-dimensional (2D) PW, O bronze is
an example of another low-T oxide with a CDW
background [73]. Here T, = 0.3 K after the almost
complete FS exhaustion by two Peierls gaps below
T, =188 Kand T, = 60 K.

The onsets and developments of CDW instabili-
ties in layered dichalcogenides are very well traced
by p(T) measurements [26]. The characteristic pres-
sure dependences of T, and T, are shown in
Fig. 1 [26]. One can ascertain once more that
CDW'’s suppress superconductivity, so that for suf-
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ficiently high P when T, <T_, the dependence
T (P) saturates. For 2H-NbSe, the ARPES spectra
showed the nesting-induced CDW wave vector
Q [60], which agrees with diffraction data [27] and
rules out the Rice—Scott scenario of the CDW
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appearance due to saddle points of the Van Hove
type [35].

Resistive experiments have revealed dielectriza-
tion in NbSe3 as well [5,61]. The addition of Ta was
shown to suppress both Peierls instabilities in p(T)
of this substance [74].

Measurements of p and X under ambient and
enhanced pressures have clearly displayed CDW
instabilities for LuslIr,Si,, [75], LusRh,Si,  [75,76],
RIr,Si,, (R =Dy, Ho, Er, Tm, Yb, Sc) [75,78],
and (Lu,_,Sc, )sIr,Si;, [77]. The interrelation bet-
ween T,, T , and the reduced CDW anomaly
amplitude Ap,/p(300 K) for different compositions
of the alloy (Lu,_.Sc,)slr,Si,, are exhibited in
Fig. 2, taken from Ref. 77.

In the anisotropic compound TI,Mo,Se, the
CDW instability at T = 80 K has been observed by
Hall, TP, and magnetoresistive (MR) measure-
ments [79].

As to the Chevrel phases, it has been shown in
p and TP experiments that Eu, ,MoS; and its
modification Sn ,Eu; («MogS, are partially-die-
lectrized (gapped) superconductors [80]. Applied
pressure led to the suppression of T, , a decreasing
the degree of dielectric gapping, and the concomi-
tant growth of T .

Two well-known structurally unstable supercon-
ductor families, namely A15 and C15 compounds
(Laves phases), had been investigated in detail
before the discovery of high-T', oxides [13]. Among
A15 superconductors is the compound Nb,Ge, with
the highest T, = 23.2 K achieved before 1986. Many
A15 substances with the highest T s exhibit
martensitic transformations from the cubic to the
tetragonal structure with T, slightly (for NbsSn

and V,Si) or substantially [for NbjAl and
Nb,(Al, ;5Ge, ,5)] above T, . Many lattice proper-
ties show strong anomalies at T, . It was estab-
lished that the structural transformations had a
substantial influence on the superconducting prop-
erties. Theoretical interpretations of the electronic
and lattice subsystems, electron-phonon interaction,
and the interplay between superconductivity and
structural instability are based mostly on the as-
sumed quasi-1D  features of these com-
pounds [13,81] and will be discussed in the sub-
sequent Sections.

In the C15 compounds HfV, (T, =9.3 K) or
HfV,-based pseudobinaries and ZrV, (T, = 8.7 K)
structural anomalies are also present at T, = 150 K
and = 120 K, respectively [13]. They are detected,
e.g., in p(T) [13,81] and x(T) [13]. Heat capacity
measurements [13] have made it possible to observe
the corresponding features and even to determine
the parameters of the partial-gapping theory.

Competition between CDW’s and superconduc-
tivity is inherent not only to inorganic substances.
For example, in TTF[Ni(dmit),], , the p(T) curves
measured at different P < 14 kbar demonstrate that
at intermediate P = 5.75 kbar an activated regime
above T, =2 K precedes the superconductivi-
ty [82]. The suppression of superconductivity by
CDW'’s is also seen in the B,-phase of quasi-2D
(ET),I; with T,=1.2 K and T, =150 K [25]. At
the same time, 7',=8.1 K for B-(ET),l;, which
shows no traces of CDW'’s, and superconductivity
disappears for a-(ET),I; , which undergoes a metal-
insulator transition at 135 K [83].

Key quantities measured for CDW superconduc-
tors can be found in Table 1.

Table 1
CDW superconductors
Compound Reference P, kbar T K , meV T, K |Z], meV v Methods”
NbSe, (611 8 2.5 - 53 - - o
[40] ambient — — — 80 — STM
[44] —"— — — 59 9 — TS
[43] —"— — — 59 35 — STM
Feo_mNbSe3 [43] —"— — — 59 25 — —"—
COO.OSNbseB [43] —"— — — 59 48 — —"—
GdO.OiNbseS [43] —"— — — 53 0 — —"—
ZFI—TaSe2 [26] —"— 0.15 — 120 — — o]
[45] —"— — — — 80 — STM
4Hb-TaSe, [84] ambient 1.1 — 600 — — p
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Compound Reference P, kbar T, , K A, meV T,, K |Z], meV v Methods”
ZH—TaS2 [26] —"— 0.65 - 77 - - —"—
[45] —"— — — — 50 — STM
ZHb—TaS2 [26] —"— 2.5 — 22 — — p
4Hb—TaS2 [84] —"— 1.1 — 22 — — —"—
2H—NbSe2 [26] —"— 7.2 — 33.5 — — —"—
[45] —n_ - - - 34 - STM
Eu1.2MOGSS [80] —"— 0 - 110 - 0.25 p, TP
—"— 3.2 1.1 - - - 0.72 —"—
—"— 7.07 4 — 82 — 1.86 —"—
—"— 9.01 6.4 - - - 3.95 —"—
—"— 11.06 8.5 - 66 - 6.7 —"—
—"— 13.2 9.8 - - - ] —"—
Sn0.12Eu1.08M0658 [80] ambient — — 120 — 0 —"—
—"— 6 1.5 - 100 - 1.22 —"—
—"— 8 3.2 — 78 — 1.86 —"—
—"— 10 7.5 - - - 9 —"—
—"— 12 10.1 - 60 - 19 —"—
leMosses [79] ambient 6.5 — 80 — — P, RH , TP
v, [13] v 8.7 - 120 - - P, X
—"— —"— — — — 7.2 0.7 CP
HfV, [13] v 8.8 - 150 - - P, X
—"— —"— — — — 8.5 1.1 CP
[81] —"= 9.3 - 120 - - o
Hf0.84NbO. 16V2 [81] —"— 10.7 - 87 - - —"—
Hfo_sTio_zvz [81] —"— 8.8 — 128 - - —"—
VBSi [13] —"— 17 — 21 — — various
NbBSn [13] —"— 18 — 43 — — —"—
[85] —"— — 2.35 — — — TS
—"— —"— — 1.12 — — — —"—
—"— —"— — 0.75 — — — —"—
—"— —"— — 0.18 — — — —"—
[86] —"— - 2.8 - - - —"—
[87] —"= - 2.5 — - - _n_
NbBAl [88] —"— 18 — 80 — — various
Nb3A10.75GeOl25 [13] —"— 20 — 24 — — —"—
[88] —"— 18.5 — 105 — — —"—
Nb3.08A10.7GeO.3 [88] —"— 17.4 — 130 — — —"—
Lu51r45i10 [75] —"— 3.8 - 80 - - TE
[77] 20.5 3.7 - 81 - - 0, X
(Lu, Er. ).Ir Si [77] ambient 2.8 — 86 — — P, X
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Compound Reference P, kbar T ,K A meV T,, K |Z], meV v Methods”
(771 23.1 2.74 - 82 - - P, X
Lu5Rh4Si10 [75] ambient 3.3 — 140 — — TE
[76] —"— 3.4 — 155 - — P, X
PW, O (73] . 0.3 - 60 - - P, X, MR
—"— —"— 0.3 — 185 — — —"—
Lio_9M06017 [89] —"— 1.7 — 25 — — p
[47] —"— 1.5 0.225 — — — TS
RbO.ZSWOB [56] —"— 57 — 230 — — P, RH , TP
Rb0.24WOS [55] —"— — — 270 — — NS
RbO.ZZWOS [55] —"— — — 200 — — —"—
KO.SZWOS [54] —"— 2 — 80 — — P, RH , TP
KO.MWOS —"— —"— 0 — 400 — — —"—
KO.ZWOS —"— —"— 1.5 — 280 — — —"—
K0.18W03 —"— —"— 2.5 — 260 — — —"—
BanO.SBiO.ZOB [90] —"— 11 — — 4 0.9 CP
[91] —"— 11 — — 4 _ p
[92] —"— 11 — — 610 — ORS
[93] —"— — 1.15 — — — PCS
[94] e - 1.25 - - - ORS
BanOJSBiO.ZSOS [95] —"— — 0.77 — — — TS
[96] —"— — 1.3 — — — oOTS
BanO_73]_3')i0_27o3 [97] —"— — 1.71 — — — TS
BanOJBiO_BOS [98] —"— — 0.95 — — — —"—
[95] —"— — 1.5 — — — —"—

*Notation: pstands for resistance, TP for thermopower, Ry for Hall effect, X for magnetic susceptibility, Cp for specific
heat, TE for thermal expansion, MR for magnetoresistance measurements, STM for scanning tunnel microscopy, NS for neutron
scattering, and TS for tunnel, ORS for optical reflection, PCS for point-contact, and OTS for optical transmission spectroscopies

1.2, SDW superconductors

The state with coexisting superconductivity and
SDW's is observed in the quasi-1D organic sub-
stance (TMTSF),ClO, at ambient pressure [23,25].
Specifically, physical properties of the low-T phase
depend on the cooling velocity for T < 22 K, which
was shown in resistive [99], nuclear magnetic reso-
nance (NMR) [100], electron paramagnetic reso-
nance (EPR) [99], and specific heat [101,102]
measurements. Rapid cooling (10-30 K /min) leads
to the quenched Q-phase with 7, =0.9 K, a nega-
tive temperature coefficient of resistance (TCR),
and SDW'’s for T less than the Neel temperature
T,, = 3.7 K. Afall in the cooling rate to 0.1 K/min
results in the relaxed R-phase with T, =1.2 K,
positive TCR, and SDW'’s existing at T <6 K
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[103]. The SDW emergence in the R-phase was
verified by the broadening of the NMR line for
77Se with cooling [100] and the existence of a
Cp(T) singularity at T =1.4 K in a magnetic field
H =63 kOe [101,102].

On the other hand, recent polarized optical re-
flectance studies of (TMTSF),ClO, show a broad
band, with a gap developed below a frequency of
170 cm™ [104] and corresponding to collective
charge transport [5] by a sliding CDW rather
than a SDW. Other reflectance measurements in
(TMTSF),CIO, [103] allowed the authors to ex-
tract the gap feature with energy in the range
3—4.3 meV, associated with the SDW gap and sub-
stantially exceeding the corresponding BCS weak-
coupling value.
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It is necessary to emphasize that measurements of
the thermal conductivity K in the substance con-
cerned demonstrate the conventional s-like charac-
ter of the superconducting OP [105]. This fact is at
variance with the inclusion [24] of (TMTSF),ClO,
in a large list of superconductors with unconven-
tional pairing. At the same time, this group showed
[106] that the electronic contribution to K is linear
in T for the quasi-2D organic superconductor K-
(ET),Cu(NCS), , so that unconventional super-
conductivity is really possible there [24]. It also
seems quite plausible that this relatively high-T
(= 10.4 K) superconductor is partially gapped well
above T, [107]. Actually, p(T) has a broad peak at
85-100 K, with Ppeak 3-6 times as high as
P(300 K). Further decrease of T discloses a metallic
trend of p and a superconducting transition. See
Sec. 5 for subsequent speculations on this matter.

On the basis of the currently available data it is
impossible to prove or reject the possibility of SDW
persistence in the superconducting state of

(TMTSF),X (X = PF; , AsF,) existing under exter-
nal pressure. However, clear SDW-type dielectric-
pairing correlations below T, = 15 K were revealed
in the optical reflectance spectra [108].

The interplay of SDW'’s and superconductivity
has been thoroughly investigated in heavy-fermion
compounds [109]. In particular, the magnetic state
in URu,Si, is really of the collective SDW type,
rather than local moment antiferromagnetism, ob-
served in a number of Chevrel phases and ternary
rhodium borides [110], insofar as the same <«heavy
fermions» are responsible for both collective phe-
nomena. Therefore, the electron subsystem of
URu,Si, can be considered below T, = 17.5 K (see
Table 2) as a partially gapped Fermi liquid [18,22]
with appropriate parameters determined by
Cp(T) [112-114,116], thermal expansion in an ex-
ternal magnetic field [116], and spin-lattice relaxa-
tion [126]. The partial dielectrization concept is
supported here by the correlation between the T
rise and T, decrease with uniaxial stress [139]. It is

Table 2
Physical parameters of SDW superconductors at ambient pressure
Compound source T ,K A, meV T, K |Z], meV v Methods”
UGCO [111] 2.5 - 90—150 - - P
UGFe [111] 3.9 — 90-150 — — —"—
URuZSi2 [112] 1.3 — 17.5 9.9 0.4 CP X ch
[113] 1.3 — 17.5 11.1 1.5 CP , P, ch
[114] 1.2 — 17.5 2.3 — CP
[115] 1.37 — 17.7 5.9 — TS, PCS
[116] - - 17.5 9.9 - C,, TE
[117] 1.25 - - - - CP
[118] 1.3 0.3 — — — PCS
[119] - - 17.5 10 - —"—
[120] - - - 9.5 - TS
[121] — 0.2 — — — PCS
[122] — 0.35 — — — —"—
[123] — 0.17 — — — —"—
[124] — 0.25 — — — —"—
(a-axis)
— 0.7 — — — —"—
(c-axis)
[125] — 0.35-0.5 — — — TS
[126] — — — 12.9 — NSLR
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Compound source T K A, meV Ty, K |Z], meV v Methods”
LaRh,Si, [127] 3.8 - 7 — — Cp. P X
YRh2Si2 [127] 3.1 — 5 — — —"—
UNiZAl3 [128] 1 — 4.6 — — —"—

[120] 1.2 — 4.8 10 — TS
UP(12A13 [129] 1.9 — 14.3 — — CP , P

[129] 1.9 - 13.8 - - X

[120] — — — 13 — TS

[130] 1.35 0.18 — — — —"—

[131] — — — 4.5 — PCS

Cr_Re (x> 0.18) [132] 3 - 160 - 7.3 P, X, NMR

CeRu, [133] 6.2 - 50 - - p, TP, MR, X, R,

[134] 5.4-6.7 0.95-1.3 40-50 — — TS

[135] 6.2 0.6 — — — PCS

TmNiZBZC [136] 10.9 1.3 1.5 — — —"—
ErNiZBZC [136] 10.8 1.7 5.9 — — —"—
HONiZBZC [136] 8.6 1.0 5.2 — — —"—
DyNiZBZC [136] 6.1 1.0 10.5 — — —"—

R-(TMTS BZCIO4 [100] 1.2 - 1.37 - - NMR
[103] — — 6 3-4.3 — ORS

O-(TMTSB,CIO, [100] 0.9 - 3.7 - - NMR

B-(BEDT-TTF), I, [137] 1-1.5 _ 20 _ _ R,
[138] 1.5 — 22 — — CP

* See Table 1 for notation and, additionally, Hc

NMR for nuclear magnetic resonance measurements
interesting that the magnetic neutron scattering
Bragg peak (100) exhibits a cusp near T, , reflec-
ting the superconducting feedback on the SDW,
noticeable notwithstanding 7, >> T [140]. In
view of the nonconventional behavior of the super-
conducting OP in heavy-fermion compounds
UBe, 5 and UPt; [141], the symmetry of their coun-
terpart in URu,Si, was under suspicion from the
very beginning. And recently it was shown that the
presence of a line nodes of the OP seems plausible,
because the T' dependence of the spin-lattice relaxa-
tion rate T;1 does not demonstrate the Hebel —
Slichter coherence peak [36] and is proportional to
T3 down to 0.2 K. One should stress, however, that
the interplay with SDW'’s, strong-coupling ef-
fects [31], mesoscopic nonhomogeneities [142], and
other complicating factors might lead to the same
consequences.

There are two other U-based antiferromagnetic
superconductors: UNiZAl3 and UPdZAl3 [143].
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o for upper critical magnetic field, NSLR for nuclear spin-lattice relaxation, and

Here the transitions to the magnetic states were
revealed by studies of p, X, and C, for both sub-
stances, elastic measurements for UPd,Al; [144],
and thermal expansion for UNiZAl3 [145]. Local
ordered magnetic moments in UPd,Al; and
UNi,Al; are (0~12_0~24)H[3 and O.SSME, respec-
tively, as opposed to (1075-10" )uB for
URu,Si, [146], thus the SDW nature of the anti-
ferromagnetic state for two former compounds re-
mains open to question. The local-moment picture
also results from the dp/dT continuity for
UPdZAl3 [147], whereas dp/dT for UNiZAl3 mani-
fests a clear-cut singularity [148]. Taking into ac-
count the distinctions and likeness [120] between
various properties of URu,Si,, UNi,Al;, and
UPdZAIS, one can conclude that all three com-
pounds are SDW superconductors but with differ-
ent degrees of magnetic-moment localization.

As to the superconducting OP symmetry, it

should be noted that, similarly to URu,Si, , the
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dependence TI1(T) for UPd,Al; exhibits no
Hebel —Slichter peak below T, and T;1 073 for
low T [149]. Heat capacity for T < 1 K also has an
unconventional contribution [ 73 compatible with
an octagonal d-wave state [147]. However, the
problem is far from being solved.

High-pressure investigation of two more heavy-
fermion compounds UX (X = Fe, Co) uncovered
an anomalous form of T (P), in particular, a kink of
T (P) for UgFe [111]. The authors suggest that
these materials undergo transitions to some kind of
DW state and identify the kink with the suppres-
sion of Ty, (or T ;) to a value below T, .

The compounds LaRh,Si, and YRh,Si, , accor-
ding to the measurements of their p, X, and C
have been also classified as SDW superconduc-
tors [127]. Partial gapping of the SDW type was
displayed by the investigations of p, X, and C,
for the related substance Ce(Ru_ Rh,),Si, when
x =0.15 [150]. However, superconductivity is ab-
sent there. This is regrettable, because the results of
Ref. 150 demonstrate that the object concerned can
be considered as a toy substance for the theory [22],
much like URu,Si, [112,113]. FS nesting and
SDW’s in Ce(Ry_,Rh ),Si, and Ce,_.La Ru,Si,
were observed in Ref. 151 by neutron scattering.

The cubic SDW superconducting compound
CeRu, , with the C15-type structure, was found by
making use of MR, Hall, TP, and X measure-
ments [133].

Recently a large family of quaternary borocar-
bides showing antiferromagnetic and supercon-
ducting properties as well as their interplay for the
cases I, > T, and T, < T, was discovered [136].
Incommensurate magnetic structures (SDW’s) with
the wave vector (=0.55;0;0), originating from
the FS nesting, were found for LuNi,B,C [152],
YNi,B,C [152], TbNi,B,C [153], ErNi,B,C [154],
HoNi,B,C [155], and GdNi,B,C [156]. It is natu-
ral to make the inference that other members of this
family possess the same property.

There is a diversity of results regarding the
symmetry of the superconducting OP in borocar-
bides. Namely, TI1(T) for Y(Ni,_,Pt,),B,C with
x =0 and 0.4 exhibits a Hebel-Slichter peak and an
exponential decrease for T << T, [157], which
counts in favor of isotropic superconductivity. On
the other hand, the T-linear term in the specific
heat of LuNi,B,C measured under magnetic fields
H in the mixed state shows H!/2 behavior [158]
rather than the conventional H-linear dependence
for the isotropic case. Hence, for this class of
superconductors the question of symmetry is still
open.
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Finally, the alloys Cr,_,Re [10,132] are impor-
tant SDW superconducting substances, in which
the partial gapping is verified by p, X, and NMR
measurements.

2. Implications for high—Tc oxides

Already in Ref. 14, while studying BPB, the
conclusion was made that structural instability is
the main obstacle to high T,’s in oxides. The vali-
dity of this reasoning was proved by the discovery
of 30-K superconductivity in BKB [36]. The same
interplay between lattice distortions accompanied
by CDW'’s and Cooper pairing is inherent to cu-
prates, although the scale of T, is one order of
magnitude larger. However, notwithstanding the
efficiency of the acting (and still unknown!) mecha-
nism of superconductivity, the existence of the
structural instability prevents even higher T'’s sim-
ply because of the partial FS destruction. This key
point of our approach is soundly confirmed by
experiment.

Thus, thermal expansion measurements on insu-
lating La,CuO, 5 and La,_ M CuO, (M = Ba, Sr)
with nonoptimal doping show two lattice instabili-
ties having 7', =32 K, T, = 36 K, while the un-
derdoped YBCO with x = 0.5 and 7, = 49 K has a
single instability at T, = 90 K [159]. Both T, and
T are close to the maximal T, in the corresponding
optimally doped compounds. Anomalies of the lat-
tice properties above T, in La, M CuO, were also
observed in ultrasound experiments (x =0.14,
M = Sr) [160] as well as in thermal expansion,
Cp(T), and infrared absorption measurements [161].
Such anomalies in the vicinity of 7, were shown to
be a rule for Ta,_ Sr CuO, (1.SCO), YBCO, and
Bi-Sr-Ca-Cu-O [162] and cannot be explained by
the superconducting transition per se [163]. Rather
they should be linked to the structural soft-mode
transition accompanying the former [162]. The
analysis of the neutron scattering in LSCO shows
that the above-T', structural instabilities reduce T,
for the optimal-doping composition, so that its
maximum for x = 0.15 corresponds, actually, to the
underdoped regime rather than the optimally doped
one [164].

It should be noted that in addition to the doping-
independent transitions [159] in La,_ Ba CuO,
(LBCO) there are also successive transitions from a
high-temperature tetragonal (HTT) to a low-tem-
perature orthorhombic (LLTO) and then to a low-
temperature tetragonal (LTT) phase [35] with T,
suppressed to zero for x = 1/8. At the same time,
the LSCO phase diagram does not include the LTT
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phase, and the superconducting region is not bro-
ken [165]. L.SCO doped with Nd does have the LTT
phase, and this kind of doping is widely claimed to
provoke phase separation with either static or dy-
namic charged and magnetic stripes. In particular,
the stripes of the nanoscale width were detected
by EXAFS, ARPES, x-ray, neutron, and Raman
scattering also in LSCO, lLa ,CuO, .5, YBCO,
Y, Ca BaZCusO e and  Bi,Sr,CaCu,Oy,5
(BSyCCO) [35]. 63Cu and 1%9La NMR and nuclear
quadrupole resonance (NQR) measurements for
LSCO with x=0.06 and T ,=7 K show that a
cluster spin glass emerges below Tg = 5 K [166].
The authors of Ref. 166 made a conclusion about
the freezing of hole-rich regions related to charged
stripes below T , thus coexisting with supercon-
ductivity. The anomalies of the dependences of K on
the planar hole concentration p at p=1,/8 in
YBCO and HgBa,Ca, _,Cu, O, ., . [167] give in-
direct evidence that the charged stripes (if any) are
pinned, probably by oxygen vacancy clusters.

The phase separation concept was introduced
long ago for structurally and magnetically unstable
systems and later revived for manganites,
nickelates, and cuprates [168]. As a microscopic
scenario for high-T' oxides one can choose, e.g., (1)
Van Hove singularity-driven phase separation with
the density of states (DOS) peak of the optimally
doped phase electron spectrum split by the Jahn-
Teller effect [35], (ii) droplet formation due to the
kinetic energy increase of the extrinsic current car-
riers at the dielectric gap edge with DOS peaks
[169] in the framework of the isotropic model [8],
(iii) instability for the wave vector q =0 in the
infinite-U Hubbard — Holstein model, where the
local charge repulsion inhibits the stabilizing role of
the kinetic energy [170]. In the last case, q becomes
finite when the long-range Coulomb interaction is
taken into account. The origin of such incommensu-
rate CDW'’s (ICDW'’s) has little to do with the
nesting-induced CDW’s we are talking about. In
practice, nevertheless, ICDW’s or charged stripes
are characterized by widths similar to the CDW
periods in the Peierls or excitonic insulator cases
and can be easily confused with each other, es-
pecially as the local crystallographic structure is
random.

Returning to La,_ .M CuO, family, it is impor-
tant to point out that the atomic pair distribution
functions in real space, measured by neutron dif-
fraction both for M = Ba and Sr, revealed local
octahedral tilts surviving even at high T deep into
the HTT phase [171]. For LSCO with x =0.115
electron diffraction has disclosed that low-T struc-
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tural transition is accompanied by the CDW’s of
the (12, %2, 0) type that lead to the suppression of
superconductivity [172]. Raman scattering investi-
gations indicated that in the underdoped case there
is a pseudogap E ps = 700 cm™! without any definite
onset temperature, which competes with a super-
conducting gap for the available FS [173], whereas
for the overdoped samples the pseudogap is com-
pletely absent [174]. On the other hand, EXAFS
measurements for LSCO with x=0.15 and
La,CuO, , have demonstrated that CDW’s and
superconductivity coexist but with a clear-cut onset
temperature T , revealed from the Debye — Waller
factor [175]. The T, s are doping-dependent and
coincide with the correspondlng anomalies of the
transport properties.

In the YBCO, lattice and, in particular, acoustic
anomalies were observed just above T', soon after
the discovery of these oxides [176]. NMR data for
YBCO and YBa,Cu,O4 confirmed the conclu-
sion that the actual gap below T, is a superposition
of superconducting and dielectric contributions
[19,177]. The same can be inferred from the opti-
cally determined ac conductivity [178]. Absence of
the (160-180)-isotope effect in T, for YBa,Cu,Oy
[177] cannot be a true argument against the CDW
origin of the normal state gap because the latter
may be predominantly of a Coulomb (excitonic)
nature (see discussion in Introduction and Sec. 3).
There also exists direct STM evidence of the occur-
rence of a CDW in YBCO [41].

In BSCCO, lattice anomalies above T, have been
observed in the same manner as in LSCO and
YBCO [162]. It is remarkable that in BSCCO with
T, =84 K the lowest structural transition is at
T, =95 K, while for Bi-Sr-Ca-Cu-Pb-O with T =
=107 K the respective anomaly is at T, =130 K
[179], much like the T, vs. T, scaling in
La,_ [Sr(Ba)] ,CuO, , the YBCO compounds dis-
cussed above, and electron-doped cuprates [159].
Local atomic displacements in the CuO, square
plane of BSCCO due to incommensurate structure
modulations have been discovered by the EXAFS
method [180]. The competition between supercon-
ducting and normal state gaps for the FS in BSCCO
was detected in Ref. 181 in an analysis of the
impurity suppression of T, . The other possibility,
which fits with a number of theoretical approaches,
is a smooth evolution between the gaps while cross-
ing T, (see, e.g., Ref. 182 and the discussion
below), but it is refuted by the experimental
data [181]. There is also a good reason to believe
that a distinct dip at —90 meV in the ARPES
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spectra for BSCCO (see, e.g., the review [183]) is
due to dielectric pairing correlations.

The analysis of the relevant experimental data
would be incomplete if no mention were made of
the incommensurate spin fluctuations revealed by
inelastic neutron scattering in La,CuO, 5, LSCO
[184], and YBCO [185], which change from com-
mensurate ones on cooling into the neighborhood of
T, . The phenomenon might be connected, for in-
stance, with the stripe phase state [35,168] or re-
flect an underlying mechanism of d-wave supercon-
ductivity based on antiferromagnetic correlations
[33]. It is worth noting that the famous resonance
peak with the energy =41 meV observed by the
inelastic neutron scattering in the superconducting
state of YBCO is often considered as intimately
related to the very establishment of superconducti-
vity [164]. Moreover, elastic neutron scattering has
shown that there is a long-range SDW order of the
mean-field type in La,CuO,, 5 appearing simultane-
ously with the superconducting transition [186].
Thus, a third player is involved in the game be-
tween Cooper pairing and CDW’s, making the
whole picture rich and entangled. According to
Ref. 186, it might be the case that the claimed
phase separation in La, , Nd; ,Sr CuO, [35] is
actually a real-space coexistence between supercon-
ductivity and SDW'’s.

Recently ARPES measurements in BSCCO have
established an extra 1D narrow electronic band
with a small Fermi momentum &Y, [10.2min units of
a~ !, where  =3.8 A, in the I — M, =(m, 0) direc-
tion [187]. For this band, charge (CDW) fluctua-
tions with the nesting wave vector Q, = 2k}, are
expected. The authors associate the spin fluctua-
tions of the wave vector Q, [1(0.2m, 0), observed
for La, o  Ndy ,Sr.CuO, and LSCO [184], with
charge fluctuations of the wave vector 2Q, coinci-
ding with the deduced Q,. Later [188] they
rejected the allegations [189] that the observed
asymmetry of the directions ' = M = (0, ) and
F-M, [187] is an artifact of a misalignment
between the rotation axis and the normal to the
samples.

Let us return now to the very notion of
«pseudogap» («spin gap» or «normal-state gap»
[190]). The corresponding features appear in many
experiments measuring different properties of high-
T, oxides. This term means a DOS reduction above
T, or an additional contribution to the observed
reduction below T, if the superconducting gap is
determined and subtracted. A formal analogy exists
here with pseudogaps in the range 75, <T <T

MF
for quasi-1D or quasi-2D substances, observed both
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for dielectric (e.g., Peierls) gaps [5,191] or their
superconducting counterparts [27,192,193]. T,
denotes the transition temperature in the respective
mean-field theory, while T, is the actual ordering
temperature, lowered in reference to T,,,. by ther-
mal fluctuations of the order parameter [191,192].

Specifically, pseudogaps with edge energies
<0.03 eV have been detected in La,_ [Sr(Ba)] CuO,
by NMR [194], Raman scattering [195], and opti-
cal reflection [196]. Furthermore, photoemission
measurements have shown that in LSCO there is in
addition a <high energy» pseudogap structure at
0.1 eV [197].

In YBCO, pseudogaps have been observed in
NMR [177,194], Raman [195], optical reflectance
[196], neutron scattering [198], time-resolved qua-
siparticle relaxation and Cooper pair recombination
dynamics [199], specific heat [200], and ellipsomet-
ric [178] measurements. Bi-based oxides have ex-
hibited pseudogaps in NMR [194], Raman [195],
optical [196], ARPES [201], and resistive [202] ex-
periments. Finally, pseudogaps have been found in
Hg-based superconductors with the help of NMR
investigations [203].

The origin of the pseudogaps in cuprates is far
from being clear [190]. There have been a great
many explanations, mostly proceding from reduced
dimensionality, preformed pairs, or giant fluctua-
tions above T, . For a detailed discussion of this
subject see Refs. 35,204. On the contrary, it is
natural to conceive the pseudogaps or the related
phenomena observed before the pseudogap para-
digm became popular as being a result of electron-
hole (dielectric) correlations leading to a dielectric
gap [35,161,205]. In accordance with this basic
concept, the latter coexists with its superconducting
counterpart below T, whereas above T, it distorts
the FS alone. In recent years this latter point of
view has received substantial support, and the cal-
culations have been widened to include anisotropy
up to an unconventional, e.g., d-like, character of
the dielectric order parameter and the fixation of its
phase [19,30,193,206,207]. On the other hand, it is
difficult to agree with the conclusions (see, e.g.,
Ref. 190) frequently drawn from the same body of
information, that the superconducting gap A
emerges from the normal state pseudogap and that
the symmetry of the latter is undeniably the d-wave
one. A partial character of the dielectric gapping,
also accepted in the review [190], may mimic pretty
well the purported and often highly desired d-wave
order parameter spatial pattern [206,208]. This
warning concerns both A and the dielectric order
parameter X, so that contrary to what is usually
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stated, the actual order parameter symmetry is
not yet understood (see relevant speculations in
Refs. 34,36,110,142,193,206). However, the theory
outlined below, which is based on the s-wave as-
sumption concerning the order parameter, can be
easily generalized to the anisotropic case without
any significant changes in conclusions. That is why,
also bearing in mind applications to definitely s-
wave superconductors, we leave the symmetry issue
beyond the scope of this review.

It should be noted that the predominantly
d y2—2-type superconducting order parameter of cu-
prates, inferred mostly from phase-sensitive as well
as other experiments, is rot matched one-to-one
with the antiferromagnetic spin fluctuation mecha-
nism of pairing [34]. Actually, in a quite general
model including both Coulomb and electron-lattice
interactions the forward (long-wavelength) elec-
tron-phonon scattering was shown to be enhanced
near the phase-separation instability, thus leading
to momentum decoupling for different FS re-
gions [209]. In turn, this decoupling can result in
an anisotropic superconductivity, e.g., a d-wave
one, even for phonon-induced Cooper pairing. Non-
screened coupling of the charge carriers with long-
wave length optical phonons [210] or anisotropic
structure of bipolarons [204] in the framework of
the approach of Ref. 32 may also ensure a d-like
order parameter structure. There exists an inte-
resting scenario involving the combined action of
antiferromagnetic correlations and the phonon me-
chanism of superconductivity [211]. Namely, corre-
lations modify the hole dispersion, producing ano-
malous flat bands [212]. Then the robust Van Hove
peak in the DOS boosts T, , Cooper pairing being
the consequence of the electron-phonon interaction
[211]. In the particular case of cuprates, the buck-
ling mode of the oxygen atoms serves as an input
quantity of the Holstein model employed [213].

3. Formulation of the theoretical approach

The theoretical picture outlined below covers
two main types of the distorted, partially gapped
but still metallic low-T states of the parent unstable
high-T phase, which are driven by electron-phonon
and Coulomb interaction, respectively. The 1D
Peierls insulator is the archetypical representative
of the first type [1,5,191]. Tt results from periodic
displacements with the wave vector Q (Q = 2k})
appearing in the ion chain. Here &, is the Fermi
momentum of the 1D band above T', . The emerging
periodic potential gives rise to a dielectric gap and
all of the filled electronic states are pushed down,
leading to an energy advantage superior over the
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extra elastic energy cost. The phenomenon dis-
cussed is possible because FS sections (Fermi planes
at a distance of 2k o in the 3D representation) are
always congruent (nesting). Then the electron gas
response to the external static charge is described
by the polarization operator (response func-
tion) [191,214]

F 0 F
M, (@, 0) = 2N, ,(0) .~ In H, @
0 0 - 2kF%

where q is the momentum transfer, g2 = kf + kZD,
k; and k are the q components normal and parallel
to the FS, and N,;(0) is the background DOS per
spin direction for the 1D electron gas. It is precisely
the logarithmic singularity of M,,,(q, 0) that drives
the spontaneous ion chain distortion — Peierls
transition.

This singularity comprises a manifestation of the
sharp FS edge in the standing electron wave diffrac-
tion. Of course, the same phenomenon survives for
higher dimensions but in a substantially weaker
form, because the nested FS planes spanned by the
chosen wave vector are reduced now (again in
the 3D representation) to two lines for a 2D and
to a pair of points for a 3D degenerate electron
gas [46,214].

Hence, in the 2D case we have [214]

2
O O
0 U @k U O
M@ 0 =N, O Ret -O-5-0 O §,
o U ovo0 0 g
(5)

where N, ,(0) is the 2D starting electronic DOS per
spin direction. Here the root singularity shows up
only in the first derivative of M, (q, 0). In three
dimensions, the polarization operator T, (q, 0)
has the well-known Lindhard form, and the loga-
rithmic singularity appears only in the derivative
[dM;;(q, 0)/dq], 2%y, > being the origin of the
electron-density Friedel oscillations and the Kohn
anomaly of the phonon dispersion relations. The
nesting-driven transitions, therefore, seem to be
peculiar to 1D solids.

In reality, all substances in which the Peierls
instability takes place are only quasi-1D, although
strongly anisotropic, ones [23-25,27,46,191,215].
Then the nesting Fermi planes are warped similarly
to what is shown in Fig. 3 for the particular case of
the (TMTSF), X compounds [216]. One can see that
from the results of the band-structure calculations
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k

Fig. 3. Two-dimensional view of the open FS for a typical
(TMTSF),X compound. The dashed lines represent the planar
one-dimensional FS when the interchain hopping rate is zero.
The degree of «warping» of the FS is directly related to the
electron hopping rate along the b crystal direction (from
Ref. 216).

the electronically driven instability is fairly robust
and adjusts itself by changing the DW vector Q,
which still spans a finite area of the FS.

Another example, when CDW emergence be-
comes possible in quasi-2D materials even in the
case when the nesting is imperfect, was demon-
strated by ARPES for SmTe; [217]. Here the
anomalously strong incommensurate CDW correla-
tions persist up to the melting temperature T’ <7,
and the measured dielectric gap is 200 meV. But the
most interesting observed feature is the inconstancy
of the nesting wave vector Q_ . over the nested FS
sections. Therefore, although Q. no longer coin-
cides with the actual CDW vector Q, the system
still can reduce its energy below T, |

Finally, one more reason for the instability to
survive in the non-1D system is the occurrence of
hidden nesting, a concept first applied to the purple
bronzes AMoO,; (A =K, Na), which undergo a
CDW phase transition [215]. In these oxides the
lowest lying three filled d-block bands make up
three 2D non-nested FS’s. However, when com-
bined together and with no regard for avoided
crossing, the total FS can be decomposed into three
sets of nested 1D FS’s (see Fig. 4). The wave vector
q,, which deviates from the chain directions,
unites two chosen sets of the nested FS sections. Of
course, two other nesting wave vectors are possi-
ble [46,50,215]. The corresponding superlattice
spots in the x-ray patterns as well as ARPES
spectra, resistive, Hall effect, and TP anomalies,
supporting the hidden-nesting concept, have been
observed for AMogO,; [215], Magneli phases

Fizika Nizkikh Temperatur, 2000, v. 26, No 5

N\

Fig. 4. Hidden nesting in KMo,O,, . The calculated FS’s for

the three partially filled d-block bands are shown in A, B, and
C, the combined FS's in D, and the hidden 1D surfaces are
nested by a common vector q, in F (from Ref. 215).

Mo,0O,, [50], and monophosphate tungsten bronzes
(PO,),(WOy,),,, [46,218].

The hidden nesting is inherent also to the layered
dichalcogenide family [46,50], which includes
CDW superconductors as well (see Table 1). Here,
however, the cooperative (band) Jahn—Teller ef-
fect can be the driving force for structural modula-
tions [50]. Although the microscopic origin of the
Jahn —Teller effect may have nothing to do with
the divergence of the polarization operator (4), the
loss of the initial symmetry through lattice distor-
tions, appropriate both to the Jahn—Teller low-T
state and the Peierls insulator, makes their descrip-
tion quite similar at the mean-field and pheno-
menological Ginzburg— Landau levels [35,50]. On
the other hand, the dynamic band Jahn—Teller
effect may be responsible, e.g., for the phase sepa-
ration in LSCO [35] with mobile walls between
LTO and LTT domains.

In 2D systems the Jahn-Teller effect can lead to
the degeneracy splitting of two Van Hove singulari-
ties [35]. In this connection it is necessary to men-
tion the Van Hove picture of quasi-2D superconduc-
tors, especially popular for high-T', cuprates [35].
The logarithmic singularity of M, (Q, , 0) in the
Van Hove scenario stems not from FS nesting but
from the logarithmic divergence of the primordial
electronic DOS. Here Q, connects two Van Hove
saddle points and is CDW vector of a different
nature from that for nesting-driven CDW’s. Thus it
is possible to distinguish between the two scenarios.
For cuprates the proper identification is yet
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to be done, unlike what has been shown for
2H-NbSe, [60] (see Sec. 1.1). It should be noted
that the Van Hove scenario, extended-saddle-point
case included, is often used to explain high T_’s of
oxides [35].

So far, we have envisaged the Peierls instability
and concomitant issues, restricting ourselves to the
case of noninteracting charge carriers. Of course,
the effects of electron-electron interaction should be
taken into account properly, which is a very hard
job for the case of low-dimensional metals on the
verge of instability [12,31,35]. One of the main
consequences of the incorporation of many-body
effects is a strong screening of the bare Coulomb
potentials and the failure of the Frohlich Hamil-
tonian to give quantitative predictions for both
the normal and superconducting metal properties
[12,219]. Nevertheless, these difficulties are not
dangerous for our mean-field treatment, in which
the existence of the high-T metal — low-T metal
phase transition is taken for granted (inferred from
experiment!) and we are not trying to calculate the
transition temperatures 7, , T, or T, . In any
case, the self-consistent theory of elastic waves and
electrostatic fields shows that the Peierls transition
survives when allowance is made for the long-range
charge screening [220].

The SDW state of the low-dimensional metals is
treated in substantially the same manner as the
CDW Peierls one but with M,,(q, 0) replaced by
the magnetic susceptibility and the electron-phonon
interaction replaced by electron-electron repulsion.
Usually the approach is simplified, and the latter is
described by the simplest possible contact Hubbard
Hamiltonian [9]. In the mean-field approximation
the subsequent mathematics is formally the same.
The only (but essential!) distinction is the spin—
triplet structure of the dielectric order parameter
matrix.

The other low-T reconstructed state resulting
from the primordial semimetallic (or semiconduc-
ting) phase is the excitonic insulator phase, the
cause of which is the electron—hole (Coulomb)
interaction [7,8,12]. The necessary condition for
the dielectrization reads

§()=-50+Q), (6)

where the branch &, corresponds to the electron
(hole) band, and Q is the DW vector. This is the
nesting (degeneracy) condition we have been talk-
ing about, which is automatically fulfilled for a
single 1D self-congruent electronic band for the
Peierls case [1,5,191]. In the general case of an
anisotropic metal it is assumed that the condition
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(6) is valid for definite FS sections, the rest of the
FS remaining intact and being described by the
branch &4(p) [18]. All energies &,(p) are reckoned
from the Fermi level. Accepting this picture due to
Bilbro and McMillan and admitting an arbitrary
interplay between electron —phonon and Coulomb
interaction [8], we arrive at the general model
[18,22] valid for partially gapped «Peierls metals»
as well. This model is capable of adequately de-
scribing the superconducting properties, as will be
readily seen in the subsequent Sections. The exci-
tonic insulator concept presents electron spec-
trum dielectrization of either the CDW or SDW
type [7,8].

Below we consider superconductivity coexisting
with DW’s, which becomes possible only because of
the incomplete character of the FS distortion.

3.1. Generic Hamiltonians of the DW
superconductors and the Dyson— Gor’kov
equations

The Hamiltonian %l of such a superconducting
electron subsystem

}[ % int (7)
includes the kinetic energy term
_ +
I = > &P a4y (8)
ipa
and the four-fermion interaction processes
T =
_1 at
=22 2 Vil P Ve; i.praa %jp-a.p Tmpp
i lé” PP'q
a

(9

Here a}, ) is the creation (annihilation) ope-
rator ofp the ell)ectron in the ith band with quasimo-
mentum p and spin projection o =+ 1,/2;

Vi i P @) = V@F (@, LIP)F_ G, m|p)

are the matrix elements including electron-phonon
and Coulomb contributions and responsible for
both superconductivity and dielectrization, and
F (1 7|1p) is a Bloch formfactor determined by
the transformational properties of the one-electron
wave functions from the ith and jth bands. More-
over, if the antiferromagnetic ordering of the lattice
rare-earth ions occurs (as, e.g., in Chevrel phases),
the Hamiltonian also incorporates an additional
term
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_ O +
Hyp=—tpy YHQOS a . 60 %0
ij ap P (10)

where Pg = g1, , Hp is the Bohr magneton, g is
the effective gfactor, which is different from 2 due
to the crystal field action; o= {0, , o,
vector composed of the Pauli matrices; and Hij are

0,} is a

matrix elements of the antiferromagnetic molecular
field. To consider CDW and SDW superconductors

. . . 74N
simultaneously, we introduce the notation

O
where the upper value corresponds to the CDW
case and the lower value corresponds to the SDW

one. Then the system Hamiltonian #/reads

p 00
f[:%ﬁ@gx % (11

The relevant Dyson— Gor’kov equations for the
normal G and anomalous ¥, temperature Green’s
functions in the general case Iilave the form

liw, - £ MIGP0, p'; ,) -

=Y £, WGPk, ps ) +

myk

6pp’ 61'1‘ 60(8 ’

12)

+3 80, WPk, p; w) =
myk

liw, + EIF PP, p'; @) +

+ sz;,‘fy(p, k)7, s w,) -
my

=Y 400 WGPk piw) =0, (13)
myk

where w = @2n+ )1, n=0, 1, +2, ... The nor-
mal Z?jﬁ(p, k) and anomalous A%B(p, k) self-energy
parts in the weak coupling limit are determined by
the well-known self-consistency conditions [3]:

2Pp =Ty Y H/im’lj(p—q) GrP(a, qtk—p; )~

lmq,oon

=3up Vin i@ ~ @) Y G/(@, atkp; 0, O
v 0

0

5]
+ 0,gH,;(Q) x 50, (14)

Fizika Nizkikh Temperatur, 2000, v. 26, No 5

2%, k) =
=Ty Y VP - 07500, -a+kp; 0) . (15)
Im 9,0

For the special case of contact interactions, when
the matrix elements V, . /(@) no longer depend on q,
it happens that

zg_ﬁ(r, r) = zg.ﬁ(r)a(r -r), (16)

&P, v) = AP - 1) (17)

in real space, corresponding to

zg.ﬁ(p, k) = zg_ﬁ(p -k, (18)
Afjﬁ(p, k) = Ag.ﬁ(p + k) (19)

in momentum space. Hereafter we adopt the strong
mixing approximation for states from different FS
sections [18]:

o= V.o=
i1, ii ii,jj

Vigg ==V <0(,j=172).

(20)

The opposite case of the weak mixing reduces in
essence to the problem of superconductivity in a
Keldysh-Kopaev isotropic semimetal [8], while the
intermediate case of arbitrary relationships between
various matrix elements is the most realistic but
does not involve any new qualitative features in
comparison to the strong mixing case.

As a consequence of Eq. (20) one has
A%B(p, k) = Aaﬁéi]., and a single superconducting
order parameter A®® develops on the whole FS. We
restrict ourselves to singlet superconductivity [3]:

AP = 1BA | (19B)2 = - 8yp - (21)

Due to the gauge invariance of Eqs. (12) and (13),
the superconducting order parameter A can be taken
as positive real. On the other hand, the matrix
Z?.B(p, k) has the only nonzero components
Zi‘g = Zg? = 5% and may be either singlet or triplet:

O bo) O
5B =3 xp 9 (22)

{2p.
We shall consider the DW’s to be pinned, i.e., we
confine ourselves to electric fields (if any) below
the threshold values, so that the coherent phenom-
ena [5,221] are not taken into account. Thus, the
phase of the dielectric order parameter ¥ is fixed
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[8,222] (see also the discussion in Sec. 6.4). It is
determined as well by the matrix elements of the
one-particle interband transitions and the molecular
field H(Q), if any [17]. We shall consider X to be
real of either sign, since its imaginary part would
correspond to the as-yet unobserved states with
current-density (singlet 3%B) or spin-current-density
(triplet =9P) waves [7,8,59, 169,193,194,222].

4. Theoretical description of thermodynamic
properties and comparison with experiment

It is natural that the occurrence of two gaps,
superconducting and dielectric, on the FS will
change thermodynamic properties of DW supercon-
ductors as compared to BCS superconductors or
partially dielectrized normal metals. In the absence
of impurities and making allowance for only the
paramagnetic effect of the external magnetic field,
the system becomes spatially homogeneous, and the
Dyson —Gor’kov equations are essentially simpli-

fied.

4.1. Superconducting and dielectric gaps

When the matrix structure of the OP’s in the
spin and the FS section spaces is separated
out [15,17,20], their amplitudes, A and X, become
(generally speaking, T-dependent) quantities to be
found from a set of two integral equations in a
self-consistent manner. As was stressed in the Intro-
duction, the relations between A and X are antago-
nistic, and they tend to reduce each other. The
external magnetic field H also contributes to this
competition, introducing an additional term

ext uB z (
ipaf
to the Hamiltonian of the system #/with appropri-
ate modifications of Egs. (12) and (13) [15,17].
Assuming constant densities of states on the dielec-
trized, N 4(0), and non-dielectrized, N, ,(0), FS sec-
tions, with

H) atpa ipB (23)

N@©0) =N _(0) + N, ,(0) (24)

being the total DOS at the Fermi level, the follow-
ing equation binding A, X, T and & = HIDgH can be
obtained from Eq. (15) [15,17]:

1 1
=5 VN_(O)(8) + 5 VN, ,, (25)

where
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Q
O NV
1) = Gy PHVE 2
\/_2_+ A2 O 2T
T A2 D
—tanh —5 55— h- \/E *h 0, (26)
O

Q is the relevant cutoff frequency of the predomi-
nantly electron-phonon interaction V; and the
quantity 7, is equal to I gD W= I(D) for the CDW
case with

DT = Va2(T) + 34T 27)
and to ISPV = (1,/28) [D,I(D,) + D_I(D_)] for the
SDW case with

D,(T) =(T) £ (T) . (28)

The control parameter [18]

v=N, (0)/N ) (29)

characterizes the degree of the FS dielectrization
and varies from infinity, which corresponds to the
absence of FS dielectrization, to zero in the case of
full dielectrization. It can be changed experimen-
tally, e.g., by applying an external pressure to the
sample (see, e.g., Ref. 80).

Another equation describing the feedback influ-
ence of A on X can be obtained using Eq. (14). This
equation and Eq. (15) comprise a self-consistent
set. As a consequence, the explicit Z(T) dependences
differ from those appropriate to the normal state.
But if T, or T\, strongly exceed T, , self-consis-
tency of the calculations is not mandatory, and the
explicit dependence X(T) is not crucial for the inves-
tigation of superconducting properties. For exam-
ple, in the framework of the adopted simplified
scheme, we may select X = const =%, in the whole
range 0 < T < T, (in this Section ¥ >0 without
any loss of generality) and insert this value into
Eq. (15) to calculate A(T = 0) and T, in the absence
of the magnetic field. The explicit analytical ex-
pressions can be found elsewhere [15,17]. Calcula-
tions show that for both DW cases the dependences
of T, /&, on 0, =%,/A,, where 4, is the magni-
tude of the superconducting gap when the FS
dielectrization is absent (Vv — ), are monotoni-
cally decreasing, becoming very steep for small v’s.

It is interesting to examine the ratio A(0)/7', and
compare it with a classical BCS value 1/y = 1.76,
where y=1.781... is the Euler constant. Relevant
calculations demonstrate that in the case of CDW
superconductors the dielectrization leads to A(0)/T, ,
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which is always smaller than T1/y. The deviations
from this value are substantial for small v. It is
known [219] that a strong electron-phonon cou-
pling increases the ratio. In moderate-T, supercon-
ductors these effects may compensate each other.
Perhaps that is why the BCS relation between A(0)
and T, is fulfilled well [223] in a BPB with an
unstable structure [14], despite the fact that T, is
as high as 10 K there. It seems that, in order to
check the theory, it will be necessary to carry out
comprehensive measurements of the superconduc-
ting energy gaps in a certain class of compounds
including superconductors with and without CDW’s.

On the other hand, for SDW superconductors
the theoretical dependences of A(0)/T, on 0, are
more involved, and the ratio concerned may be
either larger or smaller than 177y [15]. This quantity
changes drastically when o, = 0.7, which corre-
sponds to %, /T, = 1.5. This fact can lead, e.g., to a
strong dependence of A(0)/T, on external pressure.
A comparison of the obtained results with the ex-
periment for organic Bechgaard superconductors
(TMTSF),X is difficult, because various measure-
ments result in different A values, and one cannot
rule out the emergence of fluctuation-like pseu-
dogaps there [23]. At the same time, in Cr-Re
alloys, where A(0) was determined through the
nuclear spin-lattice relaxation rate [132], the quan-
tity A(0)/T, proved to be from 1.4 to 1.6, which
speaks in favor of our theory. In URu,Si, , the toy
SDW superconductor, this ratio comprises 80% of
the BCS value [121], contrary to the specula-
tions [224] that the antiferromagnetic ordering in
the anisotropic compound should increase A(0)/T,
over TI/y.

It is easy to calculate the Thehavior of A(T) in
the vicinity of 7,. The analysis shows that for
small enough V’s the superconducting transition in
the SDW case becomes first-order [17,225]. The
numerical calculations of the dependence A(T) in
the whole interval 0 < T < T, show that although
the amplitude of A strongly depends both on X
and v values, the forms of the A(T)/A(0) curves
plotted as functions of the normalized temperature
0 =T,/T, differ insignificantly from the Miihlsch-
legel curve [3] for both DW cases [226].

4.2. Heat capacity

It seems natural that the very existence of the
dielectric gap affects the T behavior of the specific
heat C; for DW superconductors. Actually, how-
ever, the inductive method did not reveal a jump
AC=C, - C, , where C, is the specific heat of the
normal (although dielectrized) phase near the criti-
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cal temperature T, , for the CDW superconducting
ceramics BPB with x = 0.25 [227]. This result was
supported by measurements of the thermal relaxa-
tion rate [228]. At the same time, a partial removal
of the FS dielectrization in this substance results in
the appearance of a jump AC measured by adiabatic
calorimetry [90]. The anomaly is also seen in sensi-
tive ac calorimetric measurements of BPB single
crystals [229]. The experiments on the Laves phases
HfV, and ZrV, [13] demonstrated that the ratio
AC /YT, (yS is the Sommerfeld constant) is consid-
erably smaller than the relevant BCS value
12 /70(3) = 1.43, where {(x) is the Riemann zeta
function. On the other hand, for SDW supercon-
ductors the situation is much more complicated. For
example, the ratio AC/y T, for the organic salt
(TMTSF),ClO, depends substantially on the cool-
ing rate. All these facts and those discussed below
may be explained in the framework of the adopted
scheme.

From a comparison of the free energies for super-
conducting and normal phases [17] it follows that
a phase where CDW’s and superconductivity coex-
ist is the ground state of the anisotropic metal
whatever the value of v. At the same time, the
SDW superconducting phase is possible only if
v > A%(0),/62%. This condition does not coincide
with the criterion of Machida and Matsubara [225],
who determined incorrectly the ground-state ener-
gies of the competing phases. According to our
estimates, the coexistence of SDW’s and supercon-
ductivity can be achieved only if the development
of the dielectric gap is compensated by the appro-
priate reduction of the reconstructed FS section
area.

On the other hand, assuming that for both cases
(CDW and SDW) the phase transition to the super-
conducting state is second-order and carrying out
the standard procedure [3] for the region 7'= T,
we find that the main correction to the BCS rela-
tionship AC/C, =1.43 is quadratic in (T, /%), re-
duces the specific heat jump at 7, for CDW super-
conductors, and enhances it for SDW ones [17].

The reduction of the specific heat anomaly at
T =T, in CDW superconductors was actually ob-
served for a BPB solid solution with a distorted
perovskite structure [14]. The jump AC was absent
for superconducting samples with 7 =10 K after
prolonged storage, whereas their diamagnetic
Meissner properties remained unchanged. The high-
temperature annealing led to a restoration of the
initial dependence C(T). Such a behavior can be
explained by an increase of the area of the dielec-
trized FS section during aging, perhaps, due to
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oxygen diffusion. Measurements for BKB with
x =0.4 also show either a total absence of the
anomaly for polycrystals [230] or a 60% reduc-
tion [231] in comparison with the expected discon-
tinuity [232], calculated on the basis of the BCS
theory from the upper critical magnetic field
H ,(T) data. Our explanation of the results for BKB
with the help of the partial dielectrization model
seems much less exotic than the alternative theory
describing the superconducting transition in BKB
as a fourth-order one in the Ehrenfest sense [233].

An anomalously small AC/y; T, = 0.6 was ob-
served [234] in Li, (Ti, 4,0, with T9"¢'=9 K,
dielectrized by a variation of the composition re-
lative to the parent compound LiTi,O,, with
T‘C’nset = 12.6 K. Unfortunately, data available for
high-T, oxides, being the most important CDW
superconductors, are almost of no help for detecting
the peculiarities predicted by the partial-gapping
model. In YBCO, e.g., it is claimed [235] that the
mean-field picture itself does not exist here, so that
instead of the clear-cut jump AC a A-like anomaly
takes place, which reflects the Bose — Einstein-con-
densation rather than Cooper-pairing nature of the
superconducting transition. The smearing of the
jump is observed for other oxide families as
well [236]. The unresolved question about the su-
perconducting OP symmetry also makes the whole
problem very involved [237] and at the time it is
only possible to state that there is a tendency for
the anomaly AC to be less than is required by the
BCS or, especially, by the strong-coupling theory
[219].

On the other hand, the properties of the SDW
organic superconductor (TMTSF),ClO, [99-102]
depend on the thermal treatment, especially the
cooling rate when T < 22 K (see Section 1.2). Ac-
cording to Refs. 101,102, the ratio AC/y T, =
=1.67 > 1.43 in the R-phase. In the Q-phase the
reduction of T, is accompanied by a fall of
AC/ys T, to 1.10=1.14 [101], which is less than
1.43. The contradiction with our theory is apparent
because the FS gapping leads also to a reduction of
the ratio N, ,(0)/N(0) and hence to a decrease of the
Sommerfeld constant yg O N, (0). At the same
time, the latter value of AC/y¢ T, was calculated
using yg = 10.5 mJ /molK? for the R-phase [102].
Thus, in order to compare the theory and the
experiment it is necessary to measure Y directly in
the Q-phase. The quantity AC/y¢ T, also exceeds
the value 1.43 in other compounds, e.g, it equals
1.5 in [.’)—(ET)ZI3 [25], 2.1 in UgFe [238] (the con-
troversy CDW vs. SDW not yet resolved), 2 in
CeRu, [239]. The same is true for different borocar-
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bides [240]. It is reduced, however, in URu,Si,
[224].

One should note that the major experimental
trend in AC/yg T, for SDW superconductors is in
agreement with the outlined theory and contradicts
the opposite tendency predicted in Ref. 224. On the
other hand, the scenario of the Van Hove singular-
ity-determined superconductivity, closely related to
ours, always leads to AC/yg T, > 1.43 [241], the
excess being larger for s wave order parameter
symmetry than for d wave.

4.3. Impurity effects

Soon after the formulation of the BCS theory for
pure isotropic metals the theoretical investigation of
dirty superconductors began. In particular, it was
shown that in the framework of the BCS scheme
nonmagnetic impurities do not alter T, (the Ander-
son theorem) [3]. At the same time, magnetic impu-
rities inhibit superconductivity due to their non-
symmetrical interaction with components of the
spin-singlet Cooper pair [242]. The Anderson theo-
rem is invalid if one goes beyond the scope of the
BCS scheme, namely, if the translational invariance
is absent (the proximity effect) [243], or if the
strong coupling is taken into account, when the
impurity renormalization of the electron-phonon
kernel of the Eliashberg equation is essential [244].
In the latter case T, increases with the nonmagnetic
impurity concentration n. But there is an opposite
and stronger effect [245], consisting in the reduc-
tion of the phase space available to electron-phonon
interaction, since the low-frequency phonons be-
come <«ineffectives. The combination of these fac-
tors leads to degradation of T, .

Nonmagnetic impurities also change T, in super-
conductors with complicated FS’s [246]. In particu-
lar, it was shown [247], that in compounds with
fine electron DOS structure, such as A15, nonmag-
netic impurities, e.g., radiation defects, raise or
lower T due to the smearing of the DOS peaks near
the FS.

All of the above-mentioned reasons, except the
last, result in a decreasing function T'(n). At the
same time, the opposite behavior was observed
when superconductors were irradiated by neutrons
or fast ions [248] or were disordered [88]. In high-
T, oxides nonmagnetic impurities were demon-
strated to substantially reduce T, [34,36], which
served as a sound argument when treating these
objects as unconventional ones [34].

It is shown [20] that the interference between
the electron spectrum dielectrization and the impu-
rity scattering can change T, in DW superconduc-
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tors, thus explaining a large body of evidence both
for low- and high-T, compounds. To consider the
influence of impurity scattering on the critical tem-
perature T in DW superconductors, we added new
terms to the Hamiltonian 7‘[ [Eq. (7)], describing
electron-impurity 1nteract10ns [20]. The calcula-
tions are straightforward [242], although cumber-
some, and give explicit analytical results in the case
=] >> T . Here only the most significant result for
nonmagnetic impurities in the above-defined limit is
presented. Namely [20]

§+8vlzlr 51/3%

(30)

where T, is the impurity relaxation time for quasi-
particles from the degenerate FS sections,
T,,=(y/mMA,, and € is the base of natural loga-
rithms. Thus, T, in DW superconductors is sensitive
to nonmagnetic impurities or defects. This effect
does not reduce to a well-known result for the
electron-hole pair breaking by the Coulomb field of
impurities [7]. The obtained violation of the Ander-
son theorem is caused by the fact that the single-
particle states composing the Cooper pairs are in
reality superpositions of electrons and holes. Hence,
the Cooper pair components are not interrelated, as
usual, by the time inversion operation.

While comparing these theoretical results with
experimental data, one should bear in mind that,
e.g., A15, C15, and the Chevrel phases have in-
volved band structures. Therefore, even a small
disorder alters the latter, and hence T, , drastically.
Degradation of T, due to this kind of electron
spectrum distortion has been considered in detail in
Ref. 249. But in experiments dealing with the irra-
diational damage of superconductors with unstable
crystal lattices the T degradation sometimes
changes to enhancement or saturation. This occurs,
e.g., in Nb;Ge and Nb;Sn irradiated by 160 and
328 jons [247 248]. Moreover for low-T, supercon-
ductors with the A15 structure a mgmﬁcant growth
of T, is observed after the exposure to the particle
1rradlat10n a-particles in the case of Mo;Ge and
328 ions in the cases of Mo,Ge and Mo, Sl [13].
Concerning the superconductmg Laves phases
HfV, and ZrV, , which possess enhanced radiation
stability of T , they exhibit an increase of T’ as the
degree of atomic order decreases [13]. In layered
compounds 2H-TaS, and 2H-TaSe, the irradiation
by electrons with energy 2.5 MeV leads to a dis-
cernible rise of 7T, [250]. As for high-T oxides,
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their anomalously high sensitivity to atomic substi-
tution seems to be related to the marginal existence
of the relevant crystal structures favorable for the
very occurrence of superconductivity. In this re-
spect they are very similar, e.g, to A15 compounds.
The small effect of the T, growth predicted in
Ref. 20 appears to be subdominant here.

5. Theoretical description of electrodynamic
properties and comparison with experiment.
Upper critical magnetic field

For a number of superconducting materials (in
particular, high-field ones) the temperature depend-
ences of the upper critical magnetic field H (T)
differ substantially from that obtained in the frame-
work of the BCS theory [251]. Their most striking
feature is the positive curvature d*H o /dT? > 0,
the values of H_, often diverging for low T thus
even exceeding the paramagnetic limit [15]. Besides
the trivial explanation making allowance for the
macrostructural distortion in superconductors with
low dimensionality (see, e.g., [252]) many other
mechanisms have been proposed. These include, for
instance, FS and OP anisotropy [253], the presence
of several groups of current carriers [254], compen-
sation of the external magnetic field by localized
magnetic moments [255] (the Jaccarino— Peter ef-
fect [242]), the size effect in layered or granular
systems with Josephson coupling between constitu-
ents [256], extremely strong electron-phonon coup-
ling [257], 2D conventional [258] or extended
[259] Van Hove singularities, the enhancement of
the Coulomb pseudopotential in weakly [260] and
strongly [261] disordered metals due to the Alt-
shuler-Aronov effect [262], the influence of the
magnetic field on the diffusion coefficient in the
vicinity of the Anderson transition [263], fluctua-
tion renormalization of the coherence length [263],
and a bipolaronic mechanism of superconductiv-
ity [32]. The main shortcoming of these scenarios is
that in every case they are confined to a definite
class of superconducting materials.

At the same time, most superconductors with
deviations of H ,(T) from the BCS behavior are
DW superconductors. The effect of the electron-
spectrum degeneracy on H , was considered first in
a simplified quasi-1D model with a complete FS
dielectrization both for CDW [264] and SDW
[265] cases. In our view, the main results of these
papers are erroneous, since the obtained corrections
to the electromagnetic kernel are proportional to
3/E,. (SDW case) or (Z/EF)2 (CDW case), where
E, is the Fermi energy. Such corrections cannot be
taken into account in principle by a BCS-type
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theory. The correct calculations in the same quasi-
one dimensional model were carried out later [266]
for an SDW superconductor with T, < T, .

The more realistic model of DW superconductors
with partial FS dielectrization and T, , T\, > T,
has been investigated in a previous paper [16].
At the end points of the temperature interval
0 <T <T, the expressions for H,(T) read

2
wl, g 408 2mrod
Hr - 0)=—pg-""g0-2d5 0,
veD 0 4yOo ED 0
(31)
4T (1 -T/T)
H, T - T)=———x

T[eDnd(1 + 2A)

O 1,2 -283)/m - 24° T
x- — 7 (32)
O (1 + 24)° E Tc%
T D
ol o ¢ 7d
A= e 33
D1/3D wst, D (3%)

Here c is the speed of light; D, = vlzri /3 are the
diffusion coefficients for electrons from the degener-
ate (i = d) and nondegenerate (i = nd) FS sections;
v, are the Fermi velocities; and T, , is the relaxation
time for the nondielectrized FS section.

From Egs. (31) and (32) it follows that the
appearance of the dielectric gap leads to the reduc-
tion of the effective electron-diffusion coefficient
D =D, (1 +A). Such a renormalization is to a
certain extent analogous to the diffusion coefficient
reduction in «dirty» superconductors due to the
weak Anderson localization [260]. Also we see that
for DW superconductors Egs. (31) and (32) predict
large values of H_,(0) and |[dH,, /dT] 7=, - More-
over, according to Eq. (32) and provided V'is small,
a positive curvature of H ,(T) is possible, although
not inevitable.,

These conclusions agree well with the experimen-
tal data for CDW superconductors. In particular,
the positive curvature is observed for A15 com-
pounds Nb,Sn and VSi. In agreement with Eq.
(32), for the tetragonal (partially gapped) phase of
Nb,Sn the slope |[dH , /dT] =1, 1 always larger
than in the cubic phase [13]. In this compound a
decrease of sample purity, which is accompanied by
a suppression of the structural transition, also re-
sults in the change of a sign of d2H62 /dT? from
positive to negative. At the same time, the observed
dependence of d2H 0/ dT? on the sample resistivity
seems to rule out the interpretation [261] of the
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experimental data for Nb,Sn in the framework of
the theory taking into account the influence of
strong localization on the Coulomb pseudopoten-
tial.

The change in of the curvature sign can be
achieved by varying the parameter v. The simplest
ways here are to apply an external pressure or to
change the composition. The latter was implemented
for BPB solid solutions, where dZHC2 /dT? > 0 was
observed both for superconducting ceramics [267]
and single crystals [268]. The following fact is of
fundamental importance here: positive curvature of
the critical field exists only for compounds with
x20.2 (ie., close enough to the metal-semicon-
ductor transition at x = 0.4), for which numerous
experimental data show the appearance of a dielec-
tric gap on the FS (see Section 1.1). The composi-
tion dependence rules out another explanation [269]
of the relation dzHC2 /dT? > 0 by the bipolaronic
mechanism of superconductivity in BPB. The inap-
plicability of this mechanism here is supported by
the relative smallness [267] of the electron-phonon
coupling constant A,_ . <1, which rules out the
strong coupling-induced H o(T) modification [257]
as well. Positive curvature is also present in the
BPB’s high-T, relative BKB [49].

For hexagonal tungsten bronze Rb WO, , the
positive curvature of H ,(T) and large values of
H_,(0) are observed precisely for partially dielec-
trized compositions [56]. In agreement with our
theory, d?H o/ dT? > 0 for quasi-2D purple bronze
Li, Mo, Oy [270].

High-T, oxides usually exhibit a divergence of
H,, for decreasing 7" with a noticeable positive
curvature in the neighborhood of T, . For example,
one should mention LSCO [236,271], YBCO [272],
YBa,(Cu,_,Zn,);0;_, [273], Bi,Sr,Cu0, [274],
TL BaZCuO [275], and Sm, ¢sCeq 15CuO [276].
In this connection, it is necessary to bear in mind
that the anomalous vortex behavior in quasi-2D
short-coherence length cuprates may drastically
influence the very process of H,, determination,
making the proposed classical picture oversimpli-
fied [277].

Among the superconductors with d*H © /dT? > 0
there are layered group-V transition-metal di-
chalcogenides such as 2H-TaS, intercalated by
various organic compounds [252,278], 4H-
TaS, ,Se, ,(collidine )1/6 [278], 2H-NDS, [279],
and 2H- and 4H-Nb,_ Ta Se, [280]. The supercon-
ducting properties of such systems are described by
the Klemm — Luther — Beasley (KL.LB) theory [256],
based on the idea of a Josephson coupling between
layers. However, the KLB theory does not explain
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the positive curvature of H ,(T) (when the field is
normal to layers), which practically always accom-
panies the positive curvature of HC2”(T) [252,281].
The experimentally determined inflection point T
of the H 62”(7’) dependence does not necessarily coin-
cide [281] with TID< ; p calculated from the condition
of equality of the vortex core radius and the inter-
layer distance. It raises doubts for the applicability
of the KLB theory also in those cases when an
analysis of the inflection-point location was not
carried out.

Positive curvature of H,, is inherent to
T1,MogSe; [79], quasi-7D partially gapped NbSe,
[282], and ternary molybdenum chalcogenides (Chev-
rel phases) such as EuMogS, under pressure [255],
La, ,_ Eu Mo.S, [283], Sn Eu, , MoS, [284],
and SnMo,S; and PbMo, S, (with x = 6.00, 6.20,
6.35) [285]. The experimental situation in Chevrel
compounds is rather complicated. For SnMo,Sg and
PbMo Sg [283], without rare-earth ions, our inter-
pretation seems unambiguous. In substances with
Eu ions [255], the compensatory effect of Jaccarino
and Peter plays a crucial role. It was proved in famous
experiments [286] where the magnetic field-induced
superconductivity of Eu,<Sn;,sMo,S; ,Se, ; was
discovered.

As for the SDW superconductors, the positive
H ,(T) curvature is observed, in heavy-fermion su-
perconductor URu,Si, [112,113,117], UgFe [287].
Cr,_,Re, [288], and organic superconductors:

B-(ET),L; [289], K-(ET),Cu(CNS), [107],
(TMTSF)ZCIO4 at ambient pressure [290],
(TMTSF),PF, [291] and (TMTSF),AsF, [292]

under external pressure. Tt is significant that in the
alloy CrzgRe,, the positive sign of the curvature
d*H o /dT? becomes negative after annealing
[288]. The width of the superconducting transition
does not change in this case and H,(0) decreases,
which implies a reduction of the microscopic defect
concentration n; in the sample. These facts are also
properly described in our theory. Indeed, the diffu-
sion coefficients D, and D, , increase as n;1 and,
according to Eq. (32), the quantity A, which deter-
mines the sign of the curvature, decreases in the
same manner.

6. Josephson effect

6.1. Green’s functions

Hereafter we consider pure DW superconductors
in the absence of an external magnetic field. The
normal ggﬁ(p; w,) and anomalous Z.‘}‘B(p; w,) Mat-
subara GF’s corresponding to the Hamiltonian (11)
can be found from the Dyson— Gor’kov equations
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(12) and (13). They are matrices in the space which
is the direct product of the spin space and the
isotopic space of the FS sections [16,17,20]. As in
the previous Sections, we confine ourselves to the
case |3 >> T, and, hence, to the temperature range
0<T<T, <<T/Ty) . Owing to the symmetry of
the problem, only the following different GF’s are
n action: 750 = 750 759~ 730, T G -
= QZGZB , Gy = Gop 5 and §§’3‘3 . GF’s with sub-
scripts 12 and 21 correspond to the pairing from
different nested FS sections. Explicit expressions
for these functions can be found elsewhere

[17,293,294].

6.2. Tunnel currents

To calculate the total tunnel current I through
the junction we use the conventional approach
[295] based on the tunnel Hamiltonian

H =H+H +T. (34)

tun

The left- and right-hand electrodes of the junction
are described in Eq. (34) by the terms Hand H',
respectively, which coincide with the Hamiltonian
(11) with an accuracy up to notation. Hereafter the
primed entities including sub- and superscripts cor-
respond to the right-hand side of the junction. The
tunnel term 7 has the form

3
T=5 S Tog G Gige ¥ s (35
i,i'=1 pqa
where Tiic'l, are the tunnel matrix elements. We
assume tflat all matrix elements 7% are equal and
not influenced by the existence of the supercon-
ducting and dielectric gaps, so that

TTI0 = const = |TP . (36)

This approximation is analogous to the neglect of
the influence of the gap A on |T]> in the standard
Ambegaokar — Baratoff approach. Our assumption
is natural in the framework of the BCS-type
scheme, i.e., in the case of a weak coupling for
Cooper and zero-channel pairings. The weak cou-
pling approach is valid for the latter if the inequal-
ity E; >>[5] holds. Then we can introduce the
universal resistance R of the tunnel junction in the
normal state

R™' = 4me?N(ON' (01T (37)

where N(0) and N'(0) are the total electron DOS’s
for the metals on the left-and right-hand-sides [see
Eq. (24)]. The angle brackets Ll..[J¢ in equation
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(37) imply averaging over the FS. In so doing it is
assumed that the Fermi momentum k& is the same
for the d and nd sections of the FS for each
superconductor [15—-18].

6.3.Stationary Josephson effect (critical current)

Calculations of the critical Josephson current I,
across a symmetrical junction between DW super-
conductors were made in Ref. 226. In line with the
BCS case, we have

1(N=4Ty ST LY Fow)fa o),
i,i* P4 w (38)

where the outer summation is carried out over all
relevant GF’s. The intersection GF’s #,, enter into
this expression only in the SDW case [226]. The
calculations, using approximations (36) and (37),
show that the dimensionless dependences of the
ratio I (T),/1 (' = 0) on the dimensionless tempera-
ture 6 =T/T,, similarly to the dependences of
AT),/A(0) on O (see Sec. 4.1), do not deviate sig-
nificantly from the Ambegaokar— Baratoff curve in
the case of both CDW and SDW superconductors.
Again, the amplitude I (0) depends drastically on
the magnitude of the dielectric OP X and the degree
of dielectrization v of the FS.

6.4. Nonstationary Josephson effect (theory)

In the adiabatic approximation V™' dV /dt <<
<<T,, when the ac bias voltage V(1) = V , ght(T) -
= Vo5(1) across the Josephson junction varies adi-
abatically slowly in comparison with energies of the
order of T, and T is the time, we obtain a nine-term
expression for I [293,294], which is a generalization
of that for the BCS-superconductor case [295]

VO] =y [ (V) sin 2 +

i
JT’ I?i,i')(v) cos 20 +J, (V)1 (39)

where ¢ =eV(1) dt; T ! is the Josephson current
amplitude; I? is the interference pair-quasiparticle
current amplitude; and [J is the quasiparticle cur-
rent. The subscript (i, i') means the combination of
GF’s (only s for I'2 and only &s for J) needed
to calculate the term. Thus, since ,7;2 =0 in the
CDW case, the number of relevant terms for 712
decreases. Below, in accordance with the most rep-
resentative experimental setups, we confine our-
selves to junctions made up of identical SDW or
CDW superconductors on both sides or to the case
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when a DW superconductor serves as one electrode
and a BCS superconductor is the other one.

It is obvious that the tunnel current-voltage
characteristics (CVC’s) for CDW superconductors
would be more complex than in the BCS case. This
is so because the positions of CVC anomalies (loga-
rithmic singularities or jumps) are defined by a sum
of or a difference between the relevant poles of the
GF’s Hw) and G{w) contained in the expressions
for I (1121) and J (i) - For a BCS superconductor there
is only one pole at w=Ap~¢, and for a CDW
superconductor the poles are at w=A and w=D
[see Eq. (27)], the «combined effective gap». For
SDW superconductors the situation is even more
involved, since there are two «combined effective
gaps» |D,| [see Eq. (28)].

The phases ¢ and ¢’ of the superconducting order
parameters are free [296], with their difference
dgifs = ¢ — ¢ obeying the above Josephson relation-
ship linking it to the bias voltage. On the contrary,
we assume a strong DW pinning by lattice defects
or impurities, so their phases X and X' on each side
of the junction are fixed. In the absence of pinning
the phase of the DW (and consequently the phase
X of the OP Z = [3] eiX) is arbitrary [5,9]. This fact
leads, in particular, to collective-mode conductiv-
ity [9].

Pinning prevents DW sliding in quasi-1D com-
pounds for small electric fields, whereas for large
ones various coherent phenomena resembling the
Josephson effect, e.g., Shapiro steps on the CVC’s,
become possible [5,9]. For excitonic insulators the
behavior is more complicated. In particular, the
phase x is fixed by the Coulomb interband matrix
elements (which link FS sections 1 and 2) corre-
sponding to two-particle transitions V, and by the
interband electron-phonon interaction described by
the constant )\el—ph [7,8,12,222]. Moreover, the ex-
citonic transitions due to the finite values of V, and
A el-ph AT€ always first-order, although close to sec-
ond-order, transitions [222]. The contribution from
the single-particle Coulomb interband matrix ele-
ments V5, which connect three particles from, say,
FS section 1 and one particle from FS section 2, or
vice versa, results in even more radical conse-
quences. Namely, the self-consistency equation for
the OP X becomes inhomogeneous, with the right-
hand side proportional to V5 . This leads to fixation
of the phase X [297]. On the other hand, if the
causes of phase fixation are absent (e.g., for large
applied electrostatic fields), the quasiparticle cur-
rent between two Peierls insulators involves a term
proportional to cos (X' — X) [221]. These phenomena
are left beyond the scope of the review. However,
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even in the present case of fixed X two possibilities
remain open for X: its sign may be either positive or
negative, which affects the shape of the CVC’s for
tunnel junctions [205].

As a consequence, the terms for current ampli-
tudes can be separated into two groups which are
different in symmetry when the bias voltage V
changes its polarity. Namely, there are terms pos-
sessing the usual properties:

1,2 ,_ _ 1,2 - ==
LM =215V s T (V) = ](i’i')(v()4b)

where the upper and lower signs correspond to the
Josephson and interference current amplitudes, re-
spectively. At the same time, there are also terms
with opposite symmetry relations:

1,2 _ =712 _ _
LGV =3 L5V T (V) = Jw)(v)(,m)

The expressions for these terms include products of
the 12 GF’s for one electrode and 11 or 33 GF’s for
the other one. Therefore, for nonsymmetrical (ns)
junctions composed of different SDW superconduc-
tors (or an SDW superconductor and a BCS super-
conductor) all three current amplitudes I}?’SZ and
J,,; are asymmetrical with respect to the bias volt-
age polarity, contrary to the well-known symmetri-
cal form of CVC’s for ns junctions involving dif-
ferent BCS superconductors. Since for CDW
superconductors }12 =0, the CVC asymmetry oc-
curs in this case only for the quasiparticle cur-
rent J .

We should point out that there may be also
several other possible reasons leading to the quasi-
particle CVC asymmetry for junctions involving
normal metals as well as superconductors: (i) the
imperfect nesting for SDW’s due to the 3D warping
of the FS [298], (ii) the electron-hole asymmetry of
the primordial one-particle spectrum [299], (iii)
existence of the submerged band of nondegenerate
fermions [300], (iv) noncoincidence of the Fermi
energy and the Van Hove singularity in the Van
Hove scenario of superconductivity [209], (v) the
directional tunneling, when the matrix elements
T?  depend on quasimomenta and the band struc-
ture [301], (vi) the simultaneous involvement of
polaron and bipolaron bands [204] or a bipolaron
transfer into polarons in the related scenario [302],
and (vii) a new phenomenon of symmetry breaking
in symmetrical tunnel junctions predicted by
us [207,303].

Tunnel junctions between two identical DW
superconductors are even more interesting. In fact,
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the ground state of a DW superconductor is degen-
erate with respect to the sign of the dielectric OP
> (see Sec. 4). Therefore, there may exist two
different states of the tunnel junction between ther-
modynamically equivalent DW superconductors.
Both of them are characterized by A=A" and
v =V, but for the one state = = X' and for the other
> =-%. The first state (realized in junctions
SsISsor ST S—z) is a genuinely symmetrical, s,
state, whereas the broken symmetry, bs, is inherent
to the other possible states (junctions SgI.S_s
(bs+ state) or Ss1TSs (bs— state)). In principle, bs
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Fig. 5. Dimensionless current-voltage characteristics (CVC) of
nonstationary Josephson current through the symmetrical
SgDWI S‘_gZDW tunnel junction with broken symmetry (bs+
state, see explanations in the text). Here i})s = I;S eR/D 11175 is
the current amplitude, e is the elementary charge, R is the
junction resistance in the normal state, V' is the bias voltage, A
is the superconducting order parameter at 7 = 0 in the absence
of the FS dielectrization (). The dimensionless quasiparticle
conductance ggiff=R aj,./dv, (J,. is the quasiparticle cur-
rent) (b).
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junctions are nonsymmetrical and, hence, exhibit
nonsymmetrical CVC’s similarly to their ns coun-
terparts. Figure 5 demonstrates a set of theoretical
curves calculated for the tunnel junction between
identical SDW superconductors when the symmetry
of the junction is broken (in the bs+ state of the
junction). The CVC asymmetry for the bs junc-
tions, as in the ns case, is driven by the unconven-
tional structure of the functions ,7;2((,0) and G, (w).
Analogously to the ns case, the symmetry breaking
for CDW superconductors may occur only for the
quasiparticle current J »s(V) [207,303].

The situation concerned is quite similar to that
for many-body systems with broken symmetry. The
existence of two electrically connected pieces of
DW superconductors makes the symmetry breaking
macroscopically observable. Fluctuations act here
as a driving force promoting selection between vari-
ous possible states. Thus we obtain for a formally
symmetrical junction a discrete set of states corre-
sponding to various possible combinations of the
sign of the dielectric OP in the electrodes. The
statistical weight of the s state is twice that for each
of the bs states.

6.5. Discussion and comparison with
experiment

6.5.1. CDW superconductors

The results presented above are of a quite general
character due to the phenomenological nature of our
approach. The main obstacle that makes it difficult
to make direct predictions for specific compounds is
the absence of reliable estimates for the parameters.
This especially concerns the gapped FS fraction
described by v. The rare exception is the quasi-1D
substance NbSe, (see Table 1). But -calcula-
tions [207,293] show that the extremely high ratio
T,/T,=50 in this substance is unfavorable for
experimental observation of the predicted interplay
between A and X in the CVC’s. The more suitable
object for such measurements seems to be the lay-
ered compound 2H-NbSe, . Of course, the study
of other partially gapped CDW superconductors
would be also helpful for discovering multiple-gap
structure in Josephson and quasiparticle CVC'’s.
Indeed, the discussion given below shows the CDW
features might have been revealed in quasiparticle
TS and PCS measurements for NbSe, and different
oxides.

In particular, the asymmetrical experimental de-
pendence GYff(V)  for NbSe; in the normal
state [44] reflects the main features of our the-
ory [207,303]. The alternative description given in
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Ref. 44 is based on a model [298] with imperfect
nesting, predicting that the interchain hopping ma-
trix element, combined with ¥ into linear combina-
tions, determines the CVC anomalies. The choice
between two models concerned would have been
most easily made while studying the supercon-
ducting state. The asymmetry of CVC’s for junc-
tions involving NbSe, was also observed in Ref. 42.

The available experimental data on the peculiari-
ties of the quasiparticle currents through BPB-
based junctions are contradictory. According to
Ref. 304, the gap edge voltage grows with increas-
ing x and reaches the level V —at x20.2, for
which the ratio Vip /T¢ 18 equal é)o the BCS weak-
coupling value A(T" = 0),/T, = /y [3]. On the other
hand, in the BPB with x = 0.25 gap features appear
in the bias range 60—-100 K of tunnel characte-
ristics, depending on the sample and the estimation
method [305]. However, the T, in Refs. 304,305
virtually coincide. The results of Ref. 305 can be
understood on the basis of our theory. In this case
the smaller gap A, is likely to be indiscernible
against the background of the larger one A, . This
could be associated with a smearing of the anomaly
corresponding to the dielectric gap 2 =4 . due to
the averaging of the contributions to the total
current J(V) from areas with different 3. A possible
source of the spreed in T magnitudes may be the
chemical inhomogeneities of the grain boundaries
mentioned above [14]. Nevertheless, the question is
far from a final answer. Nonlinearities of point-con-
tact CVC’s at much larger voltages eV = 103 K
were claimed to be observed for BPB with x = 0.25
[306]. We think that the authors were correct in
supposing that the effect was linked to the CDW
existence. But the gap value ¥ = 103 K assumed by
them does not follow actually from the measure-
ments. It stems merely from an attempt to correlate
their point-contact results with the optical data
[92]. At the same time, a pronounced nonlinearity
of Ggiff for BPB, according to our point of view,
should be observed at eV = 100 meV, since > = 50—
100 K.

In tunnel CVC’s of superconducting BKB sam-
ples only one gap feature was revealed [307]. In
order to reconcile these data with the evidence of
the Z and A coexistence [64—66], one may adopt the
hypothesis [65] of the percolative nature of the
noncubic semiconducting BKB phase in the bulk
superconducting crystals. The quest for the multi-
ple-gap structure is to be continued because its
apparent absence may in reality result from small
magnitudes. However, the asymmetry of CVC’s for
ns junctions [308] favors our interpretation.
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TS, PCS, and STM have been used since the
discovery of high-T, superconductivity to elucidate
its nature. The results proved to deviate substan-
tially from the quasiparticle CVC’s in the frame-
work of the BCS theory [295]. Unfortunately, the
gap values extracted from conductivities Gt differ
for the same substance when measured by various
groups [309,310]. This undesirable situation may be
due not only to the poor quality of the samples and
junctions but also to intrinsic phenomena in oxides
connected to their thermal history [14] or to sample
heating, which can be avoided by the short-pulse
technique [311].

The main unconventional properties that are
often present in different cuprates include a two- or
even multiple-gap CVC structure both for s and ns
junctions as well as CVC asymmetry for ns junc-
tions. Thus, two-gap behavior is seen in the point-
contact CVC of LSCO [310] and in the tunnel
CVC’s for s (or ns) break junctions involving this
oxide [312]. The extra dip or dip-hump features are
commonly observed for both voltage polarities in s
junctions or for one polarity in zs junctions, which
involve HgBaZCaZCUSOS_y (PCS) [313] and
HgBa,Ca, Cu,O, ..~ with n=1, 2, 3 (TS)
[301], YBCO (TS) ﬁ314], YbBa,Cu,0,_ (TS)
[314], and YBa,(Cu,_, Zn,);0; (PCS) [315].

For BSCCO-based tunnel junctions many experi-
ments have revealed a «pseudogap» persisting
above T, [316-319] and smoothly evolving into A
below T, [317,318], but sometimes coexisting with
A [319]. Unfortunately, there is a disagreement
whether the pseudogap manifests itself only in un-
derdoped samples [318] or also in overdoped ones
[317]. The STM method has even made it possible
to trace the (pseudogap-related?) influence of
CDW'’s on the electronic DOS for Bi—O semicon-
ducting planes [320].

In the superconducting state of BSCCO, tunnel
measurements in the ns setup often show a dip
(with a magnitude of about 10% of the peak height)
at about V = - 2A /e [317], whereas for s junctions
the dips (or dip-hump structures) are observed at
V =+ 3A/e [321]. A thorough analysis of tunneling
data [322] led the author to the conclusion that the
CVC’s for BSCCO exhibit, in reality, 4 gaps:
dielectric, superconducting isotropic spinon, super-
conducting magnetic polaron with d .-, symmetry,
and small superconducting with g-wave symmetry.
In this case it was not the partial-gapping but the
phase-separation scenario that was adopted. It
seems premature to discuss the latter results, which
are not yet confirmed by other groups.
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In view of the existence of an asymmetrical dip,
it is hardly surprising that the overall CVC patterns
for ns junctions with BSCCO electrodes are also
asymmetrical (including the superconducting peak

heights of Ggisff(V)) [317,318,321]. Asymmetrical

CVC’s in the ns case have also been observed for
YBCO in TS and PCS experiments [314], for Hg-
based oxides [301,313], LSCO [312], and combined
YBCO-I-HoBa,Cuz0;_, junctions [323].

The dependences Gdiff(V) for ns junctions with
BSCCO are shown as typical examples of asymmet-
rical patterns in Fig. 6. The major features of these
curves are reproduced by our theory. The dip volt-
ages ;ﬁsp should be identified with D /e, bearing in
mind the data which support the existence of
CDW's in cuprates (see Sec. 2). For the reasonable
assumption X = AV3 one obtains eVSiSp = 24, in ac-
cordance with the experiment. On the other hand,
according to our theory, for s-junctions the smaller
extra singular point of J (V) and Ggiff(V) is
eV3P = A + D. Then the same chosen ratio 3/A =
=V3 leads to eVSip = 3A, which exactly matches
the experimental values [321]. As to the larger
singularity at eV = 2D, its calculated amplitude is
much smaller. Making allowance for the inevitable
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Fig. 6. Tunneling spectra for BSCCO measured at 4.2 K for
different oxygen doping levels. The curves are normalized to
the conductance at 200 mV and offset vertically for clarity
(zero conductance is indicated for each spectrum by the hori-
zontal line at zero bias). The estimated error on the gap values
(ZAP) is #4 meV. The inset shows 200 superposed spectra meas-
ured at equally spaced points along a 0.15 pm line on over-
doped BSCCO (T_=71.4 K), demonstrating the spatial repro-
ducibility (from Ref. 317).
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CVC smearing [324], one should expect that the
singularity considered is invisible.

Most of the tunnel experiments for the electron-
doped oxide Nd, ¢sCe,,sCuO,_. demonstrate the
conventional quasiparticle CVC’s [325,326]. Only
Ggiff(V) obtained in Ref. 325 reveals the one-polar-
ity dip at eV = 2A for the symmetrical setup. Tt
seems quite plausible that in these experiments the
bs-regime predicted earlier [207,303] is achieved.

It should be noted that the dielectrization con-
cept survives for arbitrary superconducting gap
symmetry [327], thus preserving almost unaltered
our interpretation of the experimental data.

In addition to our point of view and the dy2-,2
interpretation of the GY{(V) fine structure in cu-
prates [328], one should mention the s-wave two-
gap SN layered model and the related one which
takes into account the surface A modification [329].
Another two-gap possibility for the superconduc-
ting DOS was presented in Ref. 330 on the basis of
the anisotropic s-wave gap function A($) =4, +
+ A, cos 4¢ . The corresponding DOS feature po-
ints are |A1 - A2| and A, + A, . There was also an
attempt [328] to describe the above-mentioned dips
in GYif(V) by the strong-coupling multiboson emis-
sion. This speculation was rejected by the d-wave
adherents [331] on the basis of the too small magni-
tude of the strong-coupling-induced peculiarities.

So far, only the quasiparticle currents J(V) were
discussed. We are not aware of any nonstationary
Josephson current I'(V) measurements for high-T
oxides with the aim of observing the Riedel singu-
larity. The latter was found, however, in BSCCO as
a by-product of the Raman-active optical phonon
detection by the J(V) current branch [332]. These
phonons were generated by the Josephson current,
and the emission intensity strongly decreased after
the specific phonon frequencies exceeded the Riedel
values 4A(T). Tt is natural to suggest that the extra
Riedel singularities A + D and 2D (in the s and bs
cases) or D + Ao (in the ns case) [207,293], al-
though expected to be less vigorous, can be detected
in the same manner as in Ref. 332. The confirma-
tion of the dielectrization influence on I'(V) would
be the experimentum crucis for the adopted under-
lying concept and may also result in practical bene-
fits, since |3 is usually much larger than A.

6.5.2. SDW superconductors

Heavy-fermion SDW  superconducting
pounds are the most probable objects to be de-
scribed by the presented scheme involving FS par-
tial gapping. For instance, tunnel CVC’s are
asymmetrical for break junctions (symmetrical in

com-
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essence!) made of superconducting UNi,Al, [333].
This is reconciled with our theory. However, the
situation may turn out more complex. In fact,
subsequent PCS investigations for UNi,Al, revealed
no clear-cut gap features, whereas peaks at SDW
gap edges do exist in the related compound
UPd,Al; and vanish above 7', [131]. At the same
time, the noticeable V-like falloff near zero bias for
[Gg“ff(V)]'1 of UNi,Al, is explained by self-heating
effects [131].

The compound URu,Si, is a relatively thor-
oughly studied partially dielectrized superconduc-
tor. There are, however, substantial discrepancies
for the parameters X and v (see Table 2). TS and
PCS measurements of URu,Si, conductivity both in
the s and ns setup have been carried out recently
[109,115,119,125]. The respective CVC’s clearly
demonstrated gap-like peculiarities disappearing
above T, , thus being the manifestation of the
SDW-related partial dielectric gapping. Below T,
superconducting gap features were also seen at
voltages associated with T’s by the BCS relation-
ship. Usually, such experiments give an opportu-
nity to obtain the 2% value directly as the voltage
difference between two humps (tunnel method), or
valleys (point-contact technique) of the curves
GYtE (V). However, in this case the CVC’s for junc-
tions URu,Si, I M or URu,Si, C M, where C de-
notes a constriction, are highly nonsymmetrical. It
agrees qualitatively with our theory, but a quanti-
tative comparison is difficult. Direct tunnel or
point-contact studies lead to strikingly different
values of X as compared to the value cited above,
e.g., 2 =68 K[115,119].

It also turned out that the broken symmetry
scenario has already been realized for URu,Si,
point homocontacts [119]. In agreement with our
theory, the CVCasymmetry is smaller for homocon-
tacts than for heterocontacts. Moreover, together
with symmetrical CVC'’s, it often happens that the
2-determined anomales of the experimental dV /dJ
curves are more pronounced either on the positive,
or negative V-branches. It correlates well with our
classification of formally symmetrical junctions as
of the s, bs+, or bs— types.

We should note that the cited tunnel and point-
contact measurements for junctions involving
URu,Si, were carried out for single crystals, whe-
reas our procedure of summation of all possible
tunnel currents between different FS sections im-
plies a certain directional averaging. However, the
gap features and the general appearance, e.g., of the
dV/dJ] vs. V dependences [119], are very similar
for directions along the ¢ axis or normal to it. This
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is so because some kind of averaging is inevitably
present in such experiments. In this manner, our
approach is reconciled with the experimental data.

Conclusions

A great body of information analyzed in this
review indicates the existence of common features
for different classes of superconducting substances.
It is shown that they can be adequately described in
the framework of the partial electron spectrum
dielectrization concept. The competition between
Cooper pairing and various instabilities resulting in
other collective states, including DW’s, is likely to
constrain the maximum possible T, . On the other
hand, the combined phase where DW’s and Cooper
pairing coexist gives rise to a great many of new
interesting phenomena regardless of the background
microscopic instability mechanisms. Further theo-
retical and experimental investigations will un-
doubtedly enhance the number of such phenomena
and provide us with their proper explanations.
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