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1. Introduction
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A systematic Monte Carlo (MC) simulation and perturbation theoretical
(PT) study is reported for the dielectric constant of the polarizable dipo-
lar hard sphere (PDHS) fluid. We take the polarizability of the molecules
into account in two different ways. In a continuum approach we place the
permanent dipole of the molecule into a sphere of dielectric constant e
in the spirit of Onsager. The high frequency dielectric constant e, is cal-
culated from the Clausius-Mosotti relation, while the dielectric constant of
the polarizable fluid is obtained from the Kirkwood-Frohlich equation. In the
molecular approach, the polarizability is built into the model on the molec-
ular level, which makes the interactions non- pairwise additive. Here we
use Wertheim’s renormalized PT method to calculate the induced dipole
moment, while the dielectric constant is calculated from our recently in-
troduced formula [22]. We also apply a series expansion for the dielectric
constant both in the continuum and the molecular approach. These series
expansions ensure a better agreement with simulation results. The agree-
ment between our MC data and the PT results in the molecular approach
is excellent for low to moderate dipole moments and polarizabilities. At
stronger dipolar interactions ergodicity problems and anizotropic behaviour
appear where simulation results become uncertain and the theoretical ap-
proach becomes invalid.
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The classical theories of the dielectric constant founded by Kirkwood [1], On-
sager [2], and Debye [3] use a continuum approach: they place the molecule in a
cavity surrounded by the material treated as a continuum. The Clausius-Mosotti
(CM) equation is valid for apolar molecules, while the Debye equation [3] holds
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good approximately to gases and dilute solutions of molecules carrying a permanent
dipole. The Debye equation for a spherical shaped sample is:

e—1 47

_Am 1
cra 3T (1)

where « is the polarizability of the molecule, p = N/V is the number density, and
Yo is the dimensionless dipole strength function, yo = 4mpud/9kT, where g is the
permanent dipole moment, k is the Boltzmann factor and 7" is the temperature (for
po = 0, equation (1) yields the CM equation). Onsager [2] placed a point dipole
in the centre of a cavity of dielectric constant e, and the effect of the surrounding
dielectric is measured by the dielectric response of the polarization charges induced
on the wall of the cavity. The resulting equation is

(€ — €x0) (26 + €50)
€ (€0e +2)°

= Yo, (2)

where €, is the high frequency dielectric constant, which is related to the molecular
polarizability via the CM equation

€oo — 1 4w

2 3
123 (3)

The Onsager equation works quite well for liquids when the dipole moment is not
too high.

When the molecules have a large permanent dipole moment, the correlation
between a central dipole and the surrounding dipoles cannot be replaced by the
response of a continuum dielectric. Kirkwood has introduced the so-called Kirkwood
g-factor to take into account these short range correlations. The g-factor is obtained
from the fluctuation of the total dipole moment of the system M,

_(M?)
- Ny’

(4)

gK

where (---) denotes ensemble average. For a liquid consisting of non-polarizable
molecules, the Kirkwood-equation reads as
(e—1)(2¢+1)
9¢

= YoIK - (5)

To take into account the molecular polarizability, we can choose the continuum ap-
proach used by Onsager. In this case we obtain the Kirkwood-Frohlich (KF) equa-
tion [4]

(€ — €0)(2€ + €x)

(€0 + 2)?

It is seen that the difference between this equation and the Osager equation, (2), is
that the Kirkwood factor is present on the right hand side representing the corre-
lation between the permanent dipoles of the molecules. Nevertheless, this is still a

= YoIK - (6)
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continuum theory regarding polarizability, and 1, is calculated by using the perma-
nent dipole moment g (that is why the subscript 0 is used).

When a molecular polarizability is added to the permanent dipole of a dipolar
molecule, we take into account the polarizability on the molecular level: we call this
the molecular approach. The equation that applies for this case is

(e—1)(2e+1) A4m

S . 7
o 5P T Y9k (7)

In this equation y is calculated by using the total (permanent plus induced) dipole
moment of the molecules (subsript 0 is absent) and gk contains the correlation
between permanent and induced dipoles too.

To calculate gk, a molecular model and a statistical mechanical method are
needed to study it. In the case of the Kirkwood, (5) and the KF, (6), equations, the
calculation of gk is relatively simple because the pair-wise additive dipole-dipole in-
teraction is considered and the calculation of pair correlation functions is sufficient.
Nevertheless, when the molecular polarizability is included in the model, the inter-
molecular potential is no longer pairwise additive and many-body correlations have
to be taken into account. This is the characteristic problem that greatly complicates
the statistical mechanical treatment of the systems containing strongly interacting
polarizable dipoles.

Most theories rather avoid the treatment of these many-body correlations by
mimicing the polarizable fluid with a system characterized by a pairwise addi-
tive interaction applying an effective permanent dipole moment. This approach was
used by the graph-theoretical treatment of Wertheim [5], its extension to dipolar-
quadrupolar fluids and mixtures [6-8], and a self consistent mean field (SCMF)
approach of Carnie and Patey [9]. In these approaches, a theory is needed to cal-
culate the properties of the system defined by the effective pair potential. For this
purpose, one can use the hypernetted chain theories [9,10] or the thermodynamic
perturbation theory (PT) which was developed by many authors during the sec-
ond half of the twentieth century [11-21]. A major breakthrough was the theory of
Barker and Henderson [13-17] which was the first useful PT. The PT was used in
our previous paper [22] where we proposed an equation for the dielectric constant
of polarizable polar fluids. We use this equation to study the dielectric constant of
the polarizable dipolar hard sphere (PDHS) fluid in this work.

In computer simulations, the treatment of non-additive potentials is straightfor-
ward since the pioneering works by Vesely [23,24]. The problem here lies in the time
consuming iteration procedure calculating the induced dipoles in every simulation
step. After a few early works [10,23-27], more and more computer simulation studi-
es of polarizable fluids have been appearing in the literature due to the continously
increasing speed of computers [28-35]. While the earlier works dealt with simpler
models such as PDHS or polarizable Stockmayer (PSTM) fluids, the latter works
concentrated on more complex molecular liquid models aimed at representing real
substances, first of all, water. Lately, the authors seem to have lost interest in sim-
ple potential models. This is probably due to the increasing power of computers.
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Thus computer simulation became an everyday tool and investigators are capable
of studying more and more sophisticated models for a specific material. Neverthe-
less, this specification results in a loss of generality meaning that simple models can
capture a few important, characteristic features of a whole class of systems, while
detailed models are restricted to the molecule for which they have been designed.

Notable exceptions in this trend of specification are the works of Kriebel and
Winkelmann [36,37] who gave a systematic study of the thermodynamic properties
of the PSTM [36] and the polarizable dipolar two-centred Lennard-Jones (LJ) fluid
[37]. Nevertheless, they did not have interest in the dielectric properties of these
systems. In an earlier work [38], we studied the dielectric constant of this system
using Monte Carlo (MC) simulaton and our renormalized PT equation proposed
previously [22].

The PDHS model, which we consider in this work, is probably the simplest
molecular model for a polarizable dipolar fluid. The core is a hard sphere (HS)
which gives the molecules finite size, so contributions from excluded volume effects
can be studied. Using this simple model for the core, we can concentrate on the
effect of electrostatic interactions. In this study, we use both the continuum ap-
proach (equation (6)) and the molecular approach (equation (7)) to calculate the
dielectric constant of the PDHS fluid over a wide range of density, dipole moment,
and polarizability. The results obtained from the theories are compared to our own
MC simulation data that are obtained using the pair approximation of polarization
interaction (PAPI) method of Piedota et al. [35] in order to accelerate calculations.

It is known since the work of Tani et al. [39] for the dipolar hard sphere (DHS)
fluid that equation (5) gives poor results in the liquid phase for the dielectric constant
of the DHS fluid using PT to calculate gx compared to simulation data. Nevertheless,
if we expand €(yo) into a Taylor series as a function of the dipole strength function
Yo, we obtain much more reasonable results. We detail the nature and importance of
this series expansion in subsequent sections and we develop such series expanions for
the case of polarizable fluids using both the continuum and the molecular approach.
We will show that these series expansions give results in better agreement with MC
data than the original equations, (6) and (7) do.

2. Models

First, we introduce the PDHS model, of which the DHS fluid is a special case with
a = 0. Since the potential in the PDHS system is not pair-wise additive, we have to
define the total energy of the system for a complete definition of the Hamiltonian.
In the case of the DHS fluid, of course, the system can be defined merely by giving
the pair potential; the total energy is the sum of the pair potentials.

The total energy of the N-particle system of the PDHS fluid can be divided into
three parts:

U = Uset + Uq + Uina - (8)

The first part, the non-electrostatic spherical reference potential is a sum of pair-wise
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additive potentials which is the HS potential in this study:

oo i ri<o

where o is the hard sphere diameter and r;; is the magnitude of the vector r;; =
r; — r;. This term merely forbids the overlapping of the spheres. The electrostatic
terms of the energy consist of the interaction between the permanent dipoles

Ua = ) Z (1o); (Eo), (10)

and the induction energy [31]

Ui =~ 3 (b (Bo); (1)

2

where (p,); and (p;,4); are the permanent and the induced dipole moments on the
i-th molecule, respectively, and (Ey); is the electric field raised at the place of the
i-th molecule by the permanent dipoles of all other molecules:

(Eo)i = = Ty (ky); (12)

J#i

5@" 3]:'@"]:'@"
Tza:(—g— 5 ]) (13)

with

being the electrostatic tensor. Introducing the electric field raised at the place of
molecule ¢ by the induced dipoles of all other molecules

(Bina); = — > Tij (tina); - (14)
J#i

the induced dipole moment of the i-th molecule can be written as

(Ming)i = @ [(EO)i + (Eind)i] . (15)

In general, « is a tensor, but in this study, we restrict ourselves to a scalar polar-
izability. For the non-polarizable case U;,q = 0, and U, reduces to the sum of the
dipole-dipole pair potentials

o - (M) ) g

where (ij) is a notation for (r;;,n;,n;) and n; = /o is the unit vector in the
direction of the i-th dipole.
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3. Monte Carlo simulations

Computer simulations provide an efficient method to study many-particle ther-
modynamic systems. For a well defined system, the results of simulations are accept-
ed as a gold standard to which the results of various theories, which usually contain
some approximation, can be compared. By well defined system we mean that the
interaction potential acting between the particles together with a few thermodynam-
ic parameters that define the thermodynamic state are given. The details of both
MC and molecular dynamics simulations are given in excellent books [40-42], here
we only describe some aspects regarding the calculation of induced dipoles and the
dielectric constant.

Normally, in an MC step only one molecule is displaced. In the case of the non-
additive polarizable dipole potential a self consistent iteration procedure based on
equations (14) and (15) is needed to calculate (p;,q): for a given configuration. The
values of the induced dipoles are needed to calculate the energy from equations (10)
and (11). The computer time cost of the iteration procedure is proportional to NZ.
Therefore, MC simulation seems to be a less economic method for non-additive
potentials if single particle moves and full iteration are used.

To decrease computational burden of MC simulations, Piedota et al. [35] have
suggested a procedure called “pair approximation for polarization interaction” (PA-
PI). The basis of their idea is that after a small displacement of a single particle, a
full update of the induced dipoles is necessary only in the close neighbourhood of
the displaced molecule i, namely, close to the source of the disturbance that causes
the reordering of the induced dipoles. The neighbourhood for which full iteration is
performed is defined as two spheres around the old and the new position of molecule
© with a radius Rj,. The change of the induced dipole moment in an iteration is
calculated from

Alping); = @ [A(Eina); + A(Eo);], (17)

where the change of the induced electric field in the iteration is given by

A(Eina)i;  + Zj/ A(Eind)ijr,  if j € Riter ,

A(Eipa); = §'#4,j; j' € Riger (18)
A(Eind)ij » otherwise.

This means that the interactions between the displaced molecule ¢ and an arbitrary
molecule j are always taken into account in the calculation of A(E},q),. Furthermore,
all interactions between pairs of molecules 7,7’ that are within the cutoff spheres
are also taken into account, while interactions between pairs where one of the two
molecules is outside the spheres are ignored. The change of the electric field produced
by the permanent dipoles, A(Ey);, is nonzero only in the first iteration.

The dielectric constant can be determined from the following formula [26,31]

(€= D@err+1) _ (oo = )2err +1) | 4mp (M?)
3(2err +€)  3(2€rp + €x0) 9T N

(19)
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This equation assumes that a spherical sample of polar molecules is surrounded by a
uniform dielectric of dielectric constant egr. The notation RF refers to the reaction
field produced by the polarization charges induced on the boundary of the sample
and the surrounding dielectric. The high frequency dielectric constant, €., can be
calculated from the CM relationship (equation (3)). Nevertheless, replacing the first
term on the right hand side by 4wap/3 practically yields the same result for e. The
above formulation for the dielectric constant has to be consistent with the energy
calculation in the simulations, namely, the term

2<€RF — 1) 5ij

— — 20
QERF —|— 1 Rg’ ( )

has to be added to the dielectric tensor in equation (13), where R. is the cutoff radius
of the dipolar interactions (taken to be equal to the half of the width of the simulation
box, L/2). Without using any summation technique to estimate contributions of
periodic images to the potential (such as the Ewald technique), this procedure is
the so-called reaction field method to treat long range corrections [43]. In this work,
the tin-foil or conducting boundary condition (egp — 00) was used.

The number of particles was 256 for most cases, 108 particles were used in a few
cases for low density (p* = po® = 0.2), and a few simulations have been performed
with 512 and 1000 particles for comparison. The lengths of the simulations varied
between 100 and 500 thousand MC cycles depending on the dipolar strengths and
density (longer runs were used for higher densities and higher dipole moments). In
an MC cycle N attempts were made to move a particle. In an MC movement, the
molecule was attempted to be displaced and rotated randomly with respect to its
old coordinates. The maximum displacements had to be kept at low values in order
to maintain a fast convergence in the calculation of the induced dipoles in the PAPI
procedure. The radius R, of the PAPI technique was set to 2.5¢ for higher densities
(p* = 0.6 and 0.8) and 30 for lower densities (p* = 0.2 and 0.4). A full iteration was
made in every tenth MC cycle. The statistical errors were estimated from the block
average method.

4. Theories

There are two basic problems that we expect from our theories to provide solution
for. The first problem is the calculation of the Kirkwood factor for a dipolar fluid.
The thermodynamic PT that determines it for the non-polarizable DHS fluid is
described in the next subsection. The other problem is the consideration of the
molecular polarizability. A continuum and a molecular approach, already loosely
desribed in the Introduction, are presented in the subsequent subsections.

4.1. Non-polarizable case

To calculate the dielectric constant of the DHS fluid, the starting point is the
Kirkwood equation, (5). The Kirkwood g-factor (equation (4)) takes care of the short
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range correlations between the dipoles. It can be related to the ensemble average of
the function A(1j) = n; - n; by

o= 1+ <Z A<1j>> —1+ [ (9122012, dri. (21)

where (---) denotes ensemble average which can be determined using the pair-
correlation function ¢g(12). The notation (- - -),,., means averaging over orientations.
Perturbation theories [11-21] divide the intermolecular potential into an isotropic
reference state and a perturbation part (upg is the reference potential and upp is
the perturbation term). For the pair correlation function of the DHS system the
perturbation series expansion read as

9(12) = go(12) — Bupp(12)go(12) + 52;0/<UDD(13)UDD(23)>w390(123)d1“3, (22)

where ¢o(12) and ¢o(123) are the two- and the three-particle correlation functions
of the reference (HS) system, respectively, and § = 1/kT. The three-particle distri-
bution function has been calculated by the Kirkwood superposition approximation:
90(123) = g0(12)g0(23)g0(13) as suggested by Barker et al. [15-17]. Performing the
angular integrals and using orthogonality relations the Kirkwood factor can be ex-
pressed as [39,44-47]

91
o 2 JdLddA
gx =14y 5 (23)
where I4ya denotes a triple integral that can be given as
3cos?fs — 1
Logn = | ———————90(123)dr,d 24
ddA / (r1ar2s)? Go(123)drydrs, (24)

where 03 is the interior angle of the (123) triangle. For the DHS fluid, the values
of the integral depend only on the dimensionless reduced density p* = po? through
90(123). The p*-dependence can be given by the following polynomial:

Tiaa(p*) = 18.6426 —0.0352p" +2.2950p** 4+2.9831p** — 0.0665p"* +2.3666p™° . (25)

This expansion was obtained by a fit to values that we calculated with the Fourier
transform convolution theorem [47] and it provides results that are virtually identical
to those given by the Pade type expression reported by Tani et al. (equation (17) in
[39]). Substituting equation (23) into equation (5), the Kirkwood equation can be

rewritten as ( D@ D ol
€ — €+ ddA
= 1492 . DHS1 26

The results calculated from equation (26) are not in good agreement with the sim-
ulation data, so Tani et al. [39] expanded €(y) as a Taylor series on the basis of the
above equation and obtained that

9],
e(yo) = 1+ 3yo + 3y5 + 3y ( o 1> +-- (DHS2) (27)
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Tani et al. have shown that the results from the above series expansion of the Kirk-
wood equation is in better agreement with the simulation data than those calculated
from the Kirkwood equation itself, (26). Goldman [47] has found the same for the
Stockmayer fluid. These series expansions, apart from the fact that they give better
agreement with simulation results, have a strong theoretical basis. Jepsen [48,49]
and Rushbrook [45,50] have shown for the DHS fluid that the next exact term in
the yp-expansion of the Debye equation is

e—1 15 ,
=y — — 28
P R T (28)
from which the following series can be derived for the dielectric constant:
2, 3 3
e=1+3yo+3yo+ v+ (29)

16

This equation is exact in the limit of low densities. The Onsager [2] and the van
Vleck [51] theories are valid up to the second order in yy. The yo-expansion of the
dielectric constant given by Wertheim’s MSA method [52] yields this equation too.
Note that in the low density limit Izga = 1772/9 and equation (27) becomes identical
to equation (29).

These considerations support that such a series expansion is not merely a com-
putational trick but it is an equation that is independent of the boundary conditions
and the shape of the sample. Equations written in a form of the Kirkwood, the On-
sager, or the CM equations explicitly include the information about the boundary
conditions (left hand side of the equations). Accordingly, the Kirkwood factor on
the right hand side of the equations will also depend on the boundary conditions be-
cause the resulting dielectric constant should be independent of them. Nevertheless,
in theory the bulk system is considered as infinite and the I;ya integral includes
information only on the short range correlations of a central dipole and its local
environment and knows nothing about boundary condition of the macroscopic sam-
ple. Therefore, it is reasonable to express the dielectric constant in a form that is
independent of boundary conditions.

It is important to note that equation (27) can be obtained using a different route.
Szalai et al. [53] studied the DHS fluid in the presence of an external electric field.
Assuming that the shape of the sample is an infinitely prolate ellipsoid (which means
the field inside the dielectric equals the external field), they have expressed the field
dependent Helmholtz free energy of the system, F'(Ey). The relation between the
polarization and the free energy is

(5.,

from which the dielectric constant follows. The resulting equation for € is the same
as equation (27). The approach based on the response to an external field can be
applied within the framework of the MSA [54,55] and for the calculation of the
magnetic susceptibility of magnetic fluids using simulations [56-59].
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4.2. The continuum approach

In the above section the polarizability « of the molecules was not taken into ac-
count. In our previous works [60,61] we have proposed a simple continuum approach
based on the KF equation, (6). If we express the Kirkwood factor using the above
outlined PT approach, we obtain the following equation

(€ — €00)(2€ + €x) 09 adn
— o (1442200 )
€(€xo +2)? Yo\ % 1672

(KF1) (31)

The high frequency dielectric constant can be obtained from the CM equation (3).
Following the reasoning given in the previous section, we can assume that the series
expansion of the above equation might also give a more general equation for the
dielectric constant. Performing the same series expansion for the KF equation as
Tani et al. [39] did for the Kirkwood equation, we obtain [60] that

€00 (€00 + 2)? €oo(€o0 +2)*
Yo

e(yO) = €x T

20 + 1 (2e0 +1)3 0
600(600 -+ 2)2 91 4an (2600 — 1)(600 -+ 2)4 3
2w t1 |16 @emtnp Yo (KF2)(32)

Note that with €., = 1 equation (32) yields equation (27).

4.3. The molecular approach

If we want to treat the molecular polarizability in a self consistent way on the
molecular level, we have to use a theory that is capable of treating the non-additive
many-body interactions. Wertheim [5] developed a graph-theory in which a renor-
malized effective dipole moment g is defined as a sum of the permanent dipole
moment p and the induced dipole moment resulting from the mean electric field £
acting on the molecules:

= o+ aF . (33)

Gray et al. [6-8] showed that the mean electric field can be given as:

where f is the one-particle Helmholtz free energy of the system. The above two
equations provide a self consistent iteration route that can be solved for the effec-
tive dipole moment. For the free energy, a Padé approximant can be given with free
energy perturbation terms that can be calculated if one knows the gq radial distri-
bution function of the reference HS system. The exact forms of these perturbation
integrals can be found elsewhere [21,36].

After the renormalization iteration procedure we obtain the effective dipole mo-
ment as a function of o and py. Equation (7) is used as a starting point for the
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calculation of the dielectric constant. In our previous work [22], we have given an

expression for ygg:

4ty AT
= —1
9k:Tp+ 7 fdda

Ygk

Introducing the parameters

Am u2+
=3\

2 3

N _ .3
<3kT+a) 04],

=ap+bp®.  (PDHS1)

and

47
b= —1
3 fdan

equation (7) can be expressed as

(e—1)(2e+1)

9¢
50 T ‘ T ‘ T - T ‘ T ‘ T ‘ /I ‘,
4ol AT002 (1,5)’=2.0 —aCF002, (u)=80 ¢ 1150
30} -
) B
20 [
10F B

0
C T T T T T
60 |- AC=0.04, (1*)*=2.0

o MC
—— PDHSL

45 ---- KF1
s T DHSL
30| |~ PoHs2

A--A KF2
L | == DHS2

15—

0 0.2 0.4
p*

Figure 1. The dielectric constant of PDHS fluids as a function of the reduced
density at various values of the dipole moment and polarizability as obtained
from Monte Carlo simulations and the different theories. The explanation of the
curves and symbols can be found in the (c) inset of the figure. The various theories
correspond to equations as listed: DHS1: equation (26), DHS2: equation (27),
KF1: equation (31), KF2: equation (32), PDHS1: equation (38), and PDHS2:

equation (39).

1 ’
Nl 3| 3
(3kT+a) a]p .

(35)

(36)

(37)

(38)

Performing the same series expansion as in the case of non-polarizable fluids
[39], but now as a function of p, the following equation is obtained for the dielectric

constant

e(p) =1+ 3ap+ 3a*p® + 3(b — a®)p°. (PDHS2)

(39)
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Table 1. Monte Carlo results for polarizable dipolar hard sphere (PDHS) fluid.

W [0 o [md)  20momuwa) (mig)  (m%) [ @) e

0.5 0.2 0.0 0.5744 — — 0.5744 0.5 1.4815
0.5 0.2 | 0.02 | 0.5693 0.025 0.0005 0.5953 0.507 | 1.549,
0.5 0.2 | 0.04 | 0.5713  0.052 0.0024 0.6263 0.517 | 1.6285
0.5 0.2 | 0.06 | 0.5729  0.082 0.0059 0.6609 0.529 | 1.7124
0.5 0.4 0.0 0.6455 — - 0.6455 0.5 2.0809
0.5 0.4 | 0.02 | 0.653¢ 0.054 0.0015 0.709¢ 0.515 | 2.292
0.5 04004 | 0654, 0.114 0.0067 0.7745 0.536 | 2.513g
0.5 0.4 | 0.06 | 0.658, 0.1844 0.01744 0.8605 0.564 | 2.7769
0.5 0.6 | 0.0 0.701, - — 0.7017 0.5 2.7611g
0.5 0.6 | 0.02 | 0.714¢ 0.084 0.0028 0.8017 0.523 | 3.1731g
0.5 0.6 | 0.04 | 0.7347  0.1859 0.01344 0.9339 0.556 | 3.67993
0.5 0.6 | 0.06 | 0.739¢  0.3059 0.03629 1.080g 0.602 | 4.2469;
0.5 0.8 1 0.0 0.79214 - - 0.79214 | 0.5 3.65449
0.5 0.8 |1 0.02 | 0.82314 0.1269 0.0051 0.95416 | 0.532 | 4.41354
0.5 0.8 | 0.04 | 0.83715 0.2815 0.025 1.14455 | 0.579 | 5.29673
0.5 0.8 | 0.06 | 0.91415 0.514 0.0744 1.49339 | 0.644 | 6.761¢

—_

0.2 00 | 12785 — - 1.27895 | 1 2.07191
0.2 | 0.02 | 1.2859¢ 0.067915 0.0015 1.35497 | 1.026 | 2.18623

1

1 0.2 ] 0.04 | 1.27237  0.142045 0.0067 1.42136 | 1.059 | 2.2945
1 0.2 | 0.06 | 1.328s  0.2438;7 0.0186 1.59010 | 1.101 | 2.491g
1 0.4 100 |1.55841 — - 1.5584; | 1 3.61068
1 0.4 ] 0.02 | 1.58815 0.1489 0.0042 1.73916 | 1.050 | 4.01897
1 0.4 ] 0.04 | 1.6284¢ 0.3271; 0.0203 1.97557 | 1.114 | 4.5259¢
1 0.4 | 0.06 | 1.66519 0.5454 0.055 2.26514 | 1.202 | 5.13194
1 0.6 | 0.0 | 1.89649 — - 1.89649 | 1 5.7613
1 0.6 | 0.02 | 1.95673 0.24997 0.0087 2.214g3 | 1.072 | 6.729;
1 0.6 | 0.04 | 2.08999 0.57299 0.042797  2.7013 1.166 | 8.1333
1 0.6 | 0.06 | 2.06433 0.9431¢ 0.118, 3.12551 | 1.302 | 9.3913
1 0.8 0.0 | 215735 — - 21577 |1 8.2395
1 0.8 | 0.02 | 2.35155 0.3749 0.015 2.741¢4 | 1.094 | 10.409;
1 0.8 ] 0.04 | 2.64354 0.939 0.084, 3.667 1.225 | 13.725
1 0.8 | 0.06 | 2.797¢3 1.63639 0.247¢ 4.6811 1.407 | 17.4436
1.5 0.2]00 | 218018 - - 2.18018 | 1.5 2.83615
1.5 0.2 ] 0.02 | 2.21512 0.142 0.0034 2.36013 | 1.556 | 3.03¢
1.5 0.2 ] 0.04 | 2.26615 0.3173 0.0164 2.59918 | 1.629 | 3.28,
1.5 0.2 ] 0.06 | 2.31317 0.5445 0.047 2.90492 | 1.727 | 3.59248
1.5 04|00 | 281334 — - 2.81334 | 1.5 5.71355
1.5 0.4 ]0.02 | 29144 0.3025 0.009 3.22546 | 1.998 | 6.50877
1.5 0.4 ] 0.04 | 3.02646 0.6861; 0.045 3.75758 | 1.729 | 7.51096
1.5 0.4 ] 0.06 | 3.06949 1.1659; 0.1299 4.36271 | 1.910 | 8.6412
1.5 0.6 | 0.0 | 3.33352 — - 3.33352 | 1.5 9.3713
1.5 0.6 | 0.02 | 3.62479 0.4871p 0.018 4.12979 | 1.636 | 11.539
1.5 0.6 | 0.04 | 3.819g2 1.13195 0.0894 5.0411 1.817 | 14.0097
1.5 0.6 | 0.06 | 4.2677  2.1195¢ 0.2807 6.6617 2.074 | 18.2743

continued on next page
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continued from previous page

() | p* [o* [ (md)  2(moMia) (mi,)  (m?) (1) | e

15 |08[00 | 44615 — - 44616 | 1.5 | 15.9353
1.5 | 08]0.02]4985 0.8183 0.034;  5.835 | 1.672 | 20.757
1.5 | 0.8]0.04 58405 2.1284 0.198s  8.1633 | 1.904 | 28.814
15 | 0.8]0.06|6.8l3 4.2003 0.65935  11.67g2 | 2.238 | 40.944
2 0.2 10.00 | 3.29835 - - 3.29835 | 2 3.76331
2 0.2 | 0.02 | 3.36306 0.2575 0.007 3.62629 | 2.100 | 4.08954
2 0.2 | 0.04 | 3.56505 0.6165 0.036 4.2083; | 2.238 | 4.62946
2 0.2 | 0.06 | 3.7155; 1.123y; 0.111;  4.94943 | 2.434 | 5.3053¢
2 0400 | 4329 - - 4.3296s | 1.999 | 8.255
2 0.4 | 0.02 | 45025 0.5106 0.016 5.02855 | 2.161 | 9.528¢7
2 0.4 | 0.04 | 4.86955 1.23517 0.0881  6.19275 | 2.378 | 11.593
2 0.4 | 0.06 | 5.06692 2.19844 0.2665  7.5314 | 2.693 | 13.9504
2 0.6 | 0.0 | 55413 — - 55413 |2 14.9333
2 0.6 | 0.02 | 6.4315  0.9099 0.034;  7.3817 | 2.208 | 19.7049
2 0.6 | 0.04 | 6.8017  2.14853 0.177,  9.1299 | 2.493 | 24.27x¢
2 0.6 | 0.06 | 7.2501  3.9015 0.54716  11.6934 | 2.900 | 30.92s¢
2 08100 |913;2 - - 9135 | 2 31.61.4
2 0.8 | 0.02 | 10.1054 1.70657 0.0733  11.884 | 2.256 | 41.0; 3
2 0.8 0.04 | 11.715 4.419 042119  16.5574 | 2.608 | 56.99.5
2 0.8 | 0.06 | 13.9755 8.9335 1.4455;  24.34gg | 3.119 | 83.355
3 02100 |219875 - - 2.19875 | 3 6.529

3 0.2 | 0.02 | 72515  0.78214 0.025;  8.0613 | 3.240 | 7.801
3 0.2 | 0.04 | 8.0619  2.07553 0.1534  10.2994 | 3.610 | 9.729
3 0.2 | 0.06 | 9.3959  4.534; 0.60357  14.52¢2 | 4.244 | 13.3259
3 0400 |296; - - 2.9615 | 3 15.887¢
3 0.4 | 0.02 | 10.0490 1.3483; 0.048,  11.4495 | 3.320 | 20.274;
3 0.4 | 0.04 | 11.2853 3.48073 0.284¢  15.043 | 3.779 | 26.425;
3 0.4 | 0.06 | 11.6440 6.3723 0.918335  18.93¢s | 4.501 | 33.014
3 0.6 | 0.0 | 45405 — - 45405 | 3 35.2615
3 0.6 | 0.02 | 14.1235 2.18059 0.086,  16.3844 | 3.382 | 42.314
3 0.6 | 0.04 | 16.80g1 5.8995 0.52720  23.21g5 | 3.916 | 59.79.5
3 0.6 | 0.06 | 20.97g; 12.8750 2.0107s  35.914 | 4.726 | 91.655
3 0800 |872s - - 8727 | 3 88.75.5
3 0.8 ]0.02 | 35.351  6.224 0.27516  41.854 | 3.445 | 141.35;
3 0.8 |0.04 | 49.055 19.4;4 1.9314  70.449 | 4.064 | 23717
3 0.8 | 0.06 | 57.956 39.554 6.7600  104.26.4 | 4.982 | 35149

5. Results and discussion

The details of our results for the PDHS fluid are shown in table 1. In the case
of the PDHS system, the dipole moment is reduced with kT, namely, (u*)? =
u?/(kTo3) and m?> = M?/(NkTo?). The density and the molecular polarizabili-
ty are reduced by o3: p* = po® and o* = a/c3. Since we have three independent
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parameters, p*, (15)?, and o, we can give a graphical interpretation (and a com-
parison with the theories) in various ways.

First, we show the results as a function of density for various fixed values of
a* and (pf)? in figure 1. Figures la and 1b show the data for a low polarizability
a* = 0.02. For the moderate dipole moment (u)? = 2 (figure 1a), the agreement
with the PDHS2 theory is very good even for the high density p* = 0.8. For the
higher dipole moment (u})? = 3 (figure 1b), deviations appear at high density but
the agreement is still good for intermediate densities p* < 0.6. The same can be
said about higher polarizability a* = 0.04 and moderate dipole moment (u%)* = 2
(figure 1c). For a high polarizability o* = 0.06 and small dipole moment () = 1
(figure 1d), the agreement with the expanded version of the molecular approach
(PDHS2) is excellent.

81— p*=0.2, a*=0.02

p*=0.6, 0*=0.02

- faln —50
30+ ;

e
201

10

o \ \ | et

(0% ()’

Figure 2. The dielectric constant of PDHS fluids as a function of the square of the
reduced dipole moment at various values of density and polarizability as obtained
from Monte Carlo simulations and the different theories. For explanation of the
curves and symbols see the caption of figure 1.

These results show that the renormalization part of the PT works quite well
if the dipole moment is not too large (figure 1d). The perturbation part of the
potential is the dipole-dipole potential, so the PT works better if the dipole moment
is smaller. As far as the other theories are concerned, all curves obtained from the
non-expanded equations (DHS1, KF1, and PDHS1) overestimate the MC data. The
DHS2 curves underestimate the MC results because they are calculated with a* = 0.
The continuum approach (KF2) also gives too small results compared to simulation
and PDHS2. For larger values of a* and (p)? that are not shown in the figure, the
PDHS2 theory gives less reasonable results.

If we plot the results against the dipole moment (figure 2), we can look at the
problem from a different point of view. Figure 2a (low density and low polarizability)
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shows that the theories using series expansion (DHS2, KF2, and PDHS?2) fail at high
dipole moments, while the equations that do not use series expansion (DHS1, KF1,
and PDHS1) seem to work better. From this we might draw the probably wrong
conclusion that the PDHS1 theory works better for low density than the PDHS2
theory. It is more probable that at high dipole moments (near (u%)? = 3) the whole
PT approach fails. Indeed, if we increase the polarizability to a* = 0.04 (figure 2b),
even the PDHS1 theory underestimates the MC data. Nevertheless, at this low
density (p* < 0.2), the values of the dielectric constant are quite small, and there is
no big difference between the continuum and the molecular approach.

T ‘ T ‘ T ‘ T ‘ T ‘ T ‘ T [ T ‘ T ‘ T ‘ T ‘ T ‘ T ‘ ) ]
- @p*=02,(1)=05 I (b) pr=0.4, (u;")’=05

Figure 3. The dielectric constant of PDHS fluids as a function of the reduced po-
larizability at various values of the dipole moment and polarizability as obtained
from Monte Carlo simulations and the different theories. For explanation of the
curves and symbols see caption of figure 1.

If we consider a higher density (p* < 0.6), the situation is different. Due to the
different scale of the y-axis, a much better agreement is shown between the PDHS2
and the MC data for low polarizability (figure 2c). Increasing a*, the agreement
becomes poorer (figure 2d).

Figure 3 is the one from which the most interesting conclusions can be drawn.
This figure shows the results as a function of the polarizability. It is clearly seen
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that the DHS1 and DHS2 theories fail to account for the increase in the dielectric
constant due to the increase of the polarizability of the molecules. At o* = 0, the
three theories become equivalent.

Figures 3a and 3b shows results for a very small dipole moment ((yf)? = 0.5).
Surprisingly, especially for the low density case (p* < 0.2), the continuum approach
(KF2) gives better results than the molecular approach (PDHS2). The question ari-
ses whether it is a coincidence or it has a theoretical basis. We argue that the latter
is the case. Since the density and the dipolar strength are low, the dielectric con-
stant has small values: the molecules are weakly polar. In this regime, it would not
be surprising if the continuum approach gave reasonable results. However, since the
PDHS2 approach uses a renormalization procedure, it is possible that it overesti-
mates the effective dipole moment which results in an overestimation of the dielectric
constant. Increasing the density, the molecular approach becomes better (figure 3b).

If we increase the dipole moment to the higher, but still low, value of (u§)* = 1,
we can see that PDHS2 theory is superior over the others even for high densities
(figures 3c—d). Figures 3c—d show that the theories that do not use series expansion
(DHS1, PDHSI1, and KF1) overestimate the relative permittivity even if a* = 0.
They describe the a*-dependence of the dielectric constant similarly as their series
expanded counterparts. Increasing the dipole moment even further ((u§)? = 2), the
failure of the DHS1, PDHS1,and KF1 theories becomes more apparent as seen in
figures 3e—f. At this higher dipole moment, the PDHS2 theory becomes less accurate
as the polarizability and the density is increased.

From the figures and the data of table 1 it can be concluded that the dielectric
constant is very sensitive to the polarizability. Both simulations and theory predict
that € is about 2-3 times larger for a* = 0.06 than for the non-polarizable fluid. This
is a property of the model as was pointed out by other authors before. An insight
into this behaviour can be gained by examining the contributions of the permanent
dipoles, the induced dipoles, and the cross term between them to the mean square
polarization ({(m2), (m2,), and 2(mgmi,q)) as functions of a* (see table 1). The
increase of (m2) with o* is moderate, the increase of (m? ;) is steep but the absolute
value remains small. On the contrary, the cross term increases steeply with «, and it
seems to bear the main responsibility for the strong a-dependence of the dielectric

Table 2. Monte Carlo results at various N and Rji for the point px = 0.8,
(1§)? = 2, and o* = 0.06.

N Rufo | (md)  20momua) (mig (M%) e (m)
256  2.00 15.1068 9.6544 1.5587, 26.312 | 89.94¢ 3.114
256  2.50 13.9755 8.9334 1.44558 24.310 | 83.332 3.117
256 3.00 12.7161 8.1239 1.31443 22.1771 | 76.05¢ 3.119
256  3.42 15.2651 9.7853 1.585g5 26.614 | 90.945 3.120
512 2.50 14.0379 9.025; 1.46580 24.574 | 83.94¢ 3.119
1000 2.50 14.7461  9.5340 1.559,, 25.8171 | 88.33¢ 3.121
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constant. This behaviour implies a very strong correlation between the permanent
and induced dipoles. For real matters, the a-dependence seems not to be so strong
as was found for this model. Moreover, in most cases, « is not a scalar, but a tensor,
the effect of which we intend to study in future works.

Table 2 shows the data of an analysis on the dependence of the dielectric prop-
erties on the system size and the parameter Rj.,. We have chosen a PDHS point for
this purpose with a relatively large dipole moment and polarizability at the highest
reduced density. The results obtained for the various values of N and Ry, fluctuate
within an error bar that roughly corresponds to that obtained from the block average
method. This implies that the N- and Rj.,-dependence of the dielectric constant is
not too strong at this state point.

140 T T | T | T
— N=1000, R ,=2.50
o—e N=512, Riter:2'50
120 = ---- N=256, R ,=3.420
a--a N=256, R _=3.00
[T N=256, R =250 |
¢ 100 - . q.h u»n’Dn'“n.n oo N=256, R =200 |
"5:‘ , - N 9o%poflgag-

a

t0oénlloog ) 4
I0op,

AAAAA

80 —A {

20 30
Ngrge/10000

Figure 4. The dielectric constant as a function of the MC steps as obtaind from
Monte Carlo simulations at various values of N and Rjter for the point px = 0.8,
(1)? = 2, and o* = 0.06.

A more serious problem for systems of strongly interacting dipoles is the slow
convergence of the simulations. This is due to ergodicity problems: the molecules
tend to fall into energy traps formed by low energy configurations (these are typically
dipole chains or clusters of aligned dipoles). The dielectric constant is especially sen-
sitive to the ergodicity-problem because it is calculated from a fluctuation formula
that is usually a more poorly converging quantity than the usual ensemble averages.
With single particle moves of the MC simulations, the sampling of the configura-
tion space is not efficient; biased sampling or molecular dynamics simulations are
preferable in these states. Figure 4 shows the dielectric constant obtained from the
simulations tabulated in table 2 as a function of the number of MC cycles. It is seen
that in most cases there is a visible drift in the curves. A rough extrapolation to
large values of Ngrgp implies that the curves converge to the same value at least
within an acceptable uncertainty. This suggests that the insufficient length of the
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simulations (arising from nonergodicity) is more crucial in these simulations than
the value of N or Rjr.

Apart from considering tensorial polarizability, another interesting continuation
of this study is to calculate the dielectric constant of mixtures of polar molecules.
This issue was considered in our earlier paper [60], where we extended our continuum
approach to mixtures and showed that it correctly reproduces the mole fraction
dependence of the relative permittivity as obtained from experiments [62]. With a
reasonable equation for the €(z) function, we can determine the composition of polar
mixtures from simple dielectric measurements.
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MoHTe Kapno Ta TeopeTudyHe BUBYEHHS AieNeKTPUYHOT
cTanol piauHU nonsapusauinHnx AUnosibHNX TBepAnNX

cdep

M.Banisko, .boga

YHiBepcuTteT Bewnpem, YropumHa

OTpumaHo 29 xoBTHa 2004 p.

MpuBeaeHO pe3ynbTaTM CUCTEMATMYHOIO BMBYEHHS MeToaOoM MoOHTe
Kapno (MK) Ta Teopii 36ypeHb (T3) AienekTpuyHoi cTanoi pignH1 non-
Apun3auinHmnx ounonbHUX TBepamx chep. Nongpusaia Monekyn Bpaxos-
YyETbCSA ABOMAa criocobamu. Y nigxoni HenepepBHOrO CEPEnOBULLLA MOCT-
iNHA  gunofib MOJIeKYIM NOMILAETLCA Yy chepy 3 AieNeKTPUYHHO
CTaJIO €, TAK 8K Le pobutbcs OH3arepom. BucokoyacToTHa aienek-
TPpUYHa CTaNna €., PaxyeTbCHa 3i cniBBigHOWeEHHA Knaysica-Mo3oTTi,
TOAI 9K fienekTpuyHa cTtana noaspusauinHoi pigyHn OTPUMYETbLCHA 3
piBHsAHHS KipkBypa-®poinixa. Y mMonekynsipHoMy nigxoni nonspuaadl-
i1 BPaxOBYETbCH Ha MOJIEKYNAPHOMY PiBHi, BHACNI4OK YOro B3aemomii
HEe € napHoO aauTUBHUMW. [na pPO3paxyHKy iHOAWMKOBAHOro Awuno-
bHOrO0 MOMEHTY BUKOPUCTOBYETLCSA peHopManizauinHuii meton, T3 Bep-
TXanma, a ons nienekTpuyHOi CTanoi BUKOPUCTOBYETbLCS OpuriHanbHa
dopmyna [22]. Mn TakoX 3aCTOCOBYEMO FPyMoBi po3knagv ang gienek-
TPU4YHOI cTanoi B 060x nigxomax. 'pynoBi po3knaan 3abes3nedyyioTb
Kpawly Yy3rogXeHiCTb 3 KOMIMTIOTEPHUMN pe3ynbTataMu. Y3rooKeHicTb
Mixx MK paHumum i pesynbtatamm T3 € Oyxe AOo0poto y Aianas3oHi
HU3bKUX Ta CepedHix AMMONbHUX MOMEHTIB Ta nongpwuaaduii. Ana cun-
bHUX OWMONBHUX B3AEMOMIN MPOSIBAAIOTLCA NPOo6aeMu eproanvyHoCTi
Ta aHi30TPOMNHOI MOBEAIHKM | KOMIM'IOTEPHI AaHi CTaloTb CYMHIBHUMU, a
TEOPETUYHI pe3ynbTaTy — HEOOrPYHTOBAHNMM.

KniouoBi cnoBa: giesiektpuyHa KoHcTaHTa, MoHTe Kapio,
nosimepu3oBaHui GJioin

PACS: 61.20.Gy, 61.20.Ja, 61.20.Ne
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