Novel metallic states at low temperatures
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We present an overview of unconventional metallic states arising close to magnetic quantum critical points with a focus on d-electron systems. The applicability and potential breakdowns of traditional self-consistent field theories of such materials are discussed as well as related phenomena in other systems.

PACS: 71.10.Ay Fermi-liquid theory and other phenomenological models;
74.20.–z Theories and models of superconducting state;
74.25.–q Properties of type I and type II superconductors.
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Introduction

The Landau Theory of a Fermi liquid (FL), based on the existence of well-defined low-lying fermionic quasiparticle excitations, has shown remarkable resilience in describing the low temperature properties of a wide range of electrically conducting materials. These include d- and f-electron metals, two-dimensional systems, organics, and materials subject to the rather harsh conditions of pressure, magnetic field, disorder and other environmental factors. The robustness of the Fermi-liquid is believed to arise from a kind of topological protection of the low temperature quantum system leading to a sharp Fermi surface in momentum space, even though the interactions between the starting “bare” electrons can be very strong and comparable to their kinetic energies. One of the most effective ways of probing a Fermi-liquid state is to image the Fermi-surface using the de Haas–van Alphen (dHvA) effect, a technique pioneered by David Shoenberg at the Cavendish Laboratory [1]. The dHvA measurement is a low frequency probe that can catch, with high precision, even the slowest and heaviest quasiparticles on the verge of localization. Some heavy fermions have masses two or three orders of magnitude greater than the bare electron mass. The figure below (Fig. 1) shows one of the sheets of the Fermi-surface of YbAlB$_4$, measured using dHvA at the Cavendish, where the emergent quasiparticles are heavy at low temperatures.

The dHvA measurement involves placing a metallic sample in a large magnetic field, forcing the electrons into quantized Landau orbits. In the early days of the development of the technique, David Shoenberg was interested in possible corrections to the basic theory. One that was of concern to him involved the role of induced charge currents when a metal is placed in a magnetic field. These can...
lead to enriched harmonic content in the dHvA oscillations, i.e., the Shoenberg magnetic interaction effect [1]. On looking into this problem, a detailed theory was worked out by Holstein et al. [4]. It provided a firm theoretical basis for this effect, but more importantly predicted new phenomena that were little noticed at the time. Even in the absence of an externally applied magnetic field, it was realized that the long-range current-current forces that gave rise to the Shoenberg effect in finite fields, could destabilize the Fermi-liquid description under certain conditions [4]. This was one of the first predictions of a non-Fermi-liquid metal. The direct current-current forces considered by Holstein et al. are however very weak and any non-Fermi-liquid behavior would only be expected at temperatures perhaps in the submillikelvin regime. The idea that attractive or long-range effective interactions between quasiparticles can lead to non-Fermi-liquid behavior however continued. Long-range interactions can be routinely achieved by tuning materials to the neighbourhood of a low temperature continuous magnetic quantum phase transition or so-called quantum critical point (QCP). The tuning of materials can be carried out by changing their chemical composition or via the application of pressure or magnetic fields. The interactions between quasiparticles can become non-local via the enhanced magnetic exchange forces near to quantum criticality. Quantum phase transitions exhibit surprisingly subtle and complex behavior, even in comparatively simple examples of cubic ferromagnetic metals of high purity, which will be the main focus of this article. In such cases, one may expect a multiplicity of quantum critical fields and potentially a multiplicity of phase transitions.

**The self-consistent field approximation**

Early descriptions of quantum critical points, developed independently for insulating ferroelectric materials [5–7] and ferromagnetic metals [8–12] in the 1970s, were based essentially on $\phi^d$ quantum field models. They differ from the Ginzburg–Landau-Wilson models of classical critical phenomena by the inclusion of the dynamics of the order parameter field $\phi(r, \tau)$, which in the case of ferromagnetism represents a coarse-grained magnetic polarization after integrating out Fermionic degrees of freedom. The magnetization field is a function of the spatial coordinate $r$ and temporal coordinate $\tau$ (the imaginary time, which has a finite range at non-zero temperatures, $0 < \tau < h/k_B T$) [13]. The inclusion of the thermal coordinate increases the relevant dimension from the spatial dimension $d$ to the effective dimension $d_{eff} = d + z$, where $z$ is the dynamical exponent defining the dispersion relation, i.e., the wavevector dependence of the frequency spectrum of fluctuations of the field $\phi$ at small wave vectors. The self-consistent-field approximation, which applies in the case of classical critical phenomena for $d > 4$ in the classical $\phi^4$ model, might apply under a less restrictive condition $d > 4 - z$ in the $\phi^4$ quantum treatment of critical phenomena. However, as discussed below, there are other more subtle ways in which quantum and classical phase transitions can differ [14,15].

We begin by considering properties of ferromagnetic quantum phase transitions (tuned for example by pressure) that seem capable of a description in the self-consistent-field approximation as outlined above. We then turn to examples of apparent breakdowns of this approximation and discuss the possible reasons for the unexpected behaviors observed. The self-consistent-field approximation to the quantum $\phi^4$ field model in a magnetic metal is known as the self-consistent-renormalization (SCR) model, or equivalently the Moriya–Hertz–Millis model [9,12,16,17], which has seen a number of independent and quantitatively different developments [8–12,16–18]. They have in common essentially a mean field decoupling of the interaction between field modes (i.e., the Fourier components $\delta q(\tau)$ of $\phi(r, \tau)$, but differ in some detailed aspects (see, e.g., discussions in Ref. 18). In the calculations presented here we have employed the approach reviewed in Ref. 19.

The spectrum of fluctuations of modes in the metallic state is governed by Landau damping together with the consequences of a vanishing inverse static magnetic susceptibility $\chi_{\perp}$, as $T \rightarrow 0$ and the Curie temperature $T_C \rightarrow 0$. This leads to a spin-fluctuation spectrum with imaginary frequency, $\Gamma_q = q^z$, where $z = 3$. The SCR model has been successful in accounting for a wide range of thermal and transport properties in $d$-electron metals with unsaturated spin polarizations and low $T_C$ (see, e.g., [16,19]). However, near to and above the critical lattice density where $T_C \rightarrow 0$, the SCR model in its simplest form can break down. One of the mechanisms for the breakdown is the emergence of attractive interactions between critical fluctuation modes.

**The non-local marginal Fermi liquid state in a weakly ferromagnetic metal**

We now discuss the case of ferromagnetic $d$-electron metals with unsaturated spin polarization and low Curie temperature in more detail. Between $T_{FL}$ and $T_{MFL}$ in the temperature-pressure phase diagram in Fig. 2, the SCR model with $d = 3$ reduces approximately to the non-local marginal Fermi liquid (MFL) model [4,12,16,19–21] characterized in particular by a $T^{5/3}$ temperature dependence of the electrical resistivity, $\rho$, and $T$-linear temperature dependence of the thermal resistivity, $w$, at low temperature. This is to be contrasted with the predictions of the local marginal Fermi liquid model [22] in which both $\rho$ and $w$ are linear in $T$ at low temperatures.
The non-local marginal Fermi liquid has been discussed in other contexts [21] and for instance in cases where the relevant critical fields are (i) transverse gauge fields in ideally pure metals as in the theory of Holstein et al. discussed in the introduction [4,20] or (ii) statistical gauge fields on the border of electron localization [23]. In these and other related examples (see e.g. Ref. 24) the dynamical exponent is also three and the temperature dependence of, e.g., the heat capacity is predicted to be of the same form as that of the SCR model for a ferromagnetic quantum critical point.

We consider the example of ZrZn$_2$ that crystallizes in a cubic laves structure (Fig. 2) (see Refs. 25–29 for recent discussions). As shown in Fig. 3, the observed temperature dependences of $\rho$ and $w$ are consistent with the predictions of the SCR model [25]. The correspondence between theory and experiment suggests that the temperature variations of $\rho$ and $w$ at low $T$ are governed mainly by the effects of scattering of carriers from nearly critical ferromagnetic spin fluctuations. Scattering from phonons is found to be sub-dominant below about 15 K in both $\rho$ and $w$ for samples having residual resistivities well below one $\mu\Omega\cdot$cm (Ref. 25 supplementary information).

The $T^{5/3}$ temperature dependence of $\rho$ is observed to extend up to the critical pressure $p_c$ of approximately 20 kbar where $T_C \rightarrow 0$ in ZrZn$_2$ (Fig. 4). However, the temperature dependence changes abruptly from $T^{5/3}$ to $T^{3/2}$ upon crossing $p_c$, a result inconsistent with the predictions of the SCR model in its conventional form (inset of Fig. 4) [25,29]. The $T^{3/2}$ resistivity extends from $p_c$ up to at least twice $p_c$ [29,30]. Intriguingly, similar behavior, suggestive of the existence of a critical regime rather than a critical point, has been reported in other materials on the border of magnetic phase transitions and in particular in MnSi [31–33] and YbAlB$_4$ [2].

### Magnetic inhomogeneities above $p_c$

Both ZrZn$_2$ [34] and MnSi [35] exhibit weak first order transitions just below $p_c$ and may be described, along with other materials, by a temperature-pressure-magnetic field phase diagram of the form shown schematically in Fig. 5 [32,36]. In this figure a second order transition line falls...
with increasing pressure and bifurcates at a tricritical point leading to two sheets of first order transitions (the negative magnetic field sheet is not shown).

The state near to the tricritical point in materials such as MnSi is characterized by slowly varying magnetic inhomogeneities not described by the SCR model in its conventional form [37–39]. The existence of a tricritical point and magnetic inhomogeneities near to and above \( p_c \) has been attributed, for example, to (i) the magneto-elastic coupling [40], (ii) anharmonic quantum precession of the magnetization [16,19,41] and (iii) non-analytic corrections to the magnetic equation of state expected to arise when full account is taken of the effects of gapless particle-hole excitations at the Fermi surface [42–47]. These effects lead to attractive interactions between spin fluctuation modes and to a phase diagram of the form shown in Fig. 5. Potentially they also lead to intrinsic magnetic inhomogeneities near to \( p_c \).

The state near to the tricritical point in materials such as MnSi is characterized by slowly varying magnetic inhomogeneities not described by the SCR model in its conventional form [37–39]. The existence of a tricritical point and magnetic inhomogeneities near to and above \( p_c \) has been attributed, for example, to (i) the magneto-elastic coupling [40], (ii) anharmonic quantum precession of the magnetization [16,19,41] and (iii) non-analytic corrections to the magnetic equation of state expected to arise when full account is taken of the effects of gapless particle-hole excitations at the Fermi surface [42–47]. These effects lead to attractive interactions between spin fluctuation modes and to a phase diagram of the form shown in Fig. 5. Potentially they also lead to intrinsic magnetic inhomogeneities near to \( p_c \).

In principle, first order transitions and inhomogeneities can also arise via the effects of van Hove and nesting singularities of the Fermi surface [16,48–51]. A Fermi surface such as that predicted for paramagnetic ZrZn\(_2\) [26,51], that is characterized both by a low Fermi velocity at \( k\)-points near to van Hove singularities along \( <111> \) directions and strong nesting along \( <100> \) directions, would be consistent with the existence of enhanced ferromagnetic as well as antiferromagnetic spin fluctuations [50,51]. See for example the calculated Fermi surface of TiBe\(_2\) in Fig. 6 [50] which is expected to be similar to the Fermi surface of ZrZn\(_2\) [26] in the paramagnetic state (the electron-"pseudocube" is shown only). Calculations of the non-interacting susceptibility (Lindhart function) suggest that the magnetic properties of ZrZn\(_2\) arise from the proximity of the corners of the electron-"pseudocube" and also across the hole-"jungle-gym" (not shown) [50]. These features are expected to lead to enhanced ferromagnetic and antiferromagnetic spin fluctuations in the region near to the tricritical point in Fig. 5.
state that is more inhomogeneous than expected in the presence of ferromagnetic fluctuations alone. We also note that such a Fermi surface model can lead to a first order transition to ferromagnetism at sufficiently small lattice density and to a phase diagram of the form shown in Fig. 5 [48–51]. A more recent example in which these effects may be important is reported in Ref. 52.

**Additional phase transitions**

A study of the simplest magnetic $d$-electron metals reveals that the border of ferromagnetism appears to be characterized by a multiplicity of quasi-critical fields and potentially a multiplicity of phase transitions (Fig. 5). The border of ferromagnetism can thus be more intriguing than was generally envisaged in the early work on quantum critical phenomena. The occurrence of a multiplicity of quantum critical fields is not limited to the problems that we have considered but appears to be a recurrent theme in the study of quantum phase transitions in general.

For instance, the case of high $T_c$ cuprates is thought to involve a plethora of neighbouring phases, including antiferromagnetism, electron nematic order, $d$-wave superconductivity and perhaps multiple quantum liquid states on the border of Mott transitions. The $f$-electron heavy-fermion systems can also exhibit analogous remarkable phenomena on the edge of $f$-electron localization. The diverse views reported on the nature of $f$-electron heavy fermion systems related in part to the magnetic metals discussed here can be inferred for example from Refs. 23, 24, 62–73. The $f$-electron systems display not only a multiplicity of quantum critical fields, but also show evidence of scaling behaviours not expected in terms of the early models of quantum critical phenomena (see, e.g., Refs. 74–76).

Another area of interest is the case of quantum criticality in displacive ferroelectrics such as SrTiO$_3$ [77,78]. In these systems the self-consistent field model predicts correctly in first approximation the observed $1/T^2$ form of the dielectric constant and thus the breakdown of the traditional Curie law on the border of the quantum critical point. However, broad low temperature peaks in the dielectric constant on the paraelectric side of the phase diagram [77] and evidence in ferroelectric SrTi$^{18}$O$_3$ [79], indicate that the effective bosonic fields may become attractive in the neighborhood of the QCP leading to a potential phase diagram similar to that shown in Fig. 5. This is therefore rather similar behavior to that seen in the ferromagnetic metals discussed above.

During the early developments of the understanding of metallic magnetism over a century ago, it was realized that the direct spin–spin interactions were too weak to account for the observed Curie temperatures. Instead it was found that magnetism comes about via effective exchange interactions with their origins in the Coulomb repulsion and Pauli exclusion principles (equivalently thought of as an effective attraction between particles and holes in a zero angular momentum state). In fact, the original current-current interactions considered by Holstein et al. [4] and at the beginning of this article, may also be greatly enhanced in an analogous way. This brings about the possibility of observing ordered or fluctuating charge current states in metallic systems. Such ideas have been considered in many works (e.g. Ref. 80) and provide a way of thinking about pairing of particles and holes in many-body states with anisotropic energy gaps analogous to anisotropic gaps in unconventional superconductors.

Detailed examinations of quantum phase transitions require scans of broad regions of phase space by the precise and painstaking control of tuning parameters including temperature, pressure, magnetic field, electric field, and materials properties [81]. An automated cryogen-free measurement system that may help to facilitate studies of...
quantum phase transitions and the search for novel phenomena in the future is illustrated in our concluding figure (Fig. 7). This system, which is currently under development, allows the temperature to be changed between room temperature and the low millikelvin range with built-in pressure and magnetic field control technology. This allows the option of varying the pressure in situ with a diamond anvil cell at low temperatures for fully automated scans over wide ranges of temperature, magnetic field and pressure.
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