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#### Abstract

A theory for the spontaneous emission (SE) of radiation for a Bloch electron traversing a single energy miniband of a superlattice (SL) in a cavity while undergoing scattering is presented. The Bloch electron is accelerated under the influence of superimposed constant external and internal inhomogeneous electric fields while radiating into a microcavity. The constant external electric field strength is chosen so that the emitted radiation lies in the terahertz spectral range. The quantum dynamics for the inhomogeneous field correction is obtained from a Wigner-Weisskopf-like long-time, time-dependent perturbation theory analysis based on the instantaneous eigenstates of the electric field-dependent Bloch Hamiltonian. It is shown that SE for the cavity-enhanced Bloch electron probability amplitude becomes damped and frequency shifted due to the perturbing inhomogeneity. The developed general quantum approach is applied to the case of elastic electron scattering due to SL interface roughness (SLIR). In the analysis, the interface roughness effects are separated into contributions from independent planar and cross-correlated neighboring planar interfaces; it is estimated that the crosscorrelated contribution to the SE relaxation rate is relatively small compared to the independent planar contribution. When analyzing the total emission power, it is shown that the degradation effects from SLIR can be more than compensated for by the enhancements derived from microcavity-based confinement tuning.
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## 1. Introduction

It has been known that spontaneous emission (SE) of photons from an optically active medium can be strongly enhanced or inhibited by controllably modifying the dielectric environment in which the emission of photons occurs [1,2]. Relevant to the subject of this paper is the coherent emission of electromagnetic radiation from Bloch oscillations in electrically biased semiconductor superlattices (SLs) [3-12]. In the case when the bias is chosen that the radiation output is in the terahertz regime, this allows for the possibility of inversionless terahertz lasers [13].

A theory of microcavity-enhanced spontaneous emission (MESE) for a Bloch electron traversing a single energy band without scattering accelerating in an external constant electric field has recently been examined by the authors $[14,15]$. The theoretical analysis was fully quantum mechanical in that the quantized radiation field was described in terms of the dominant rectangular microcavity waveguide mode in the Coulomb gauge; also the instantaneous eigenstates of the Bloch Hamiltonian were utilized as the basis states in describing the Bloch electron dynamics to all orders in the constant electric field. Analysis of the probability amplitudes, over integral multiples of the Bloch period,
resulted in selection rules for photon emission in both photon frequency and wave vector, showing preferable transitions to the Wannier-Stark ladder levels. It was shown that the SE rate could be enhanced over free space emission [16] by tuning the emission frequency to align with the cavity mode spectral density peak, thus resulting in an output power of several microwatts in the terahertz spectral range for a GaAs-based superlattice (SL) imbedded in a microcavity.

In this paper, we generalize the analysis of MESE for a Bloch electron accelerating through a single miniband of a SL structure to include the electron scattering. As an example, the additional interaction of the electron with a perturbing inhomogeneous electric field arising from interface roughness [17-19] inherent from the SL material process is studied. The intent in studying the effect of such a perturbing inhomogeneity is to determine its role in limiting the MESE process as a scattering influence that dephases the coherency of the Bloch oscillation, and to quantitatively determine how the MESE selection rules are influenced by such a perturbation. The theoretical approach developed herein is quite general and allows for the inclusion of electronphonon scattering as well. In this work, however, SLs are only considered for which the miniband width is less than the LO-phonon energy thereby relaxing the need to consider phonon effects in this analysis. A host of other possible deleterious scattering mechanisms are discussed in the literature [7, 17-20]. The developed theoretical methods and details of derivations, which are not reflected in a reduced version [21] are fully described.

The paper is organized as follows. In Sec. II, the quantum approach is briefly reviewed, and the Hamiltonian for a Bloch electron in the quantum electrodynamic field of interest is developed. The classical external electric field is described in the vector potential gauge, and the quantized electromagnetic radiation field is described by the dominant microcavity $\mathrm{TE}_{10}$ rectangular waveguide mode in the Coulomb gauge; the general inhomogeneous electric field is treated in the scalar potential gauge. In neglecting the higher-order quantum field-field interaction term, it is shown that the total Hamiltonian for this problem reduces to the sum of three contributions, the Hamiltonian for the Bloch electron in the classical external electric field interacting with the inhomogeneity, the Hamiltonian of the free quantized electromagnetic field, and the Hamiltonian for the firstorder interaction between the cavity quantum field and the accelerated Bloch electron. Further, the instantaneous eigenstates of the Bloch Hamiltonian and the states of the free radiation field are utilized as basis states in describing the time development, and in calculating the one photon SE transition rates of the accelerated Bloch electrons under the simultaneous perturbing action of the quantum cavity radiation field and the inhomogeneous potential energy. In Sec. III, the overall probability amplitude analysis for one photon emission is developed; as a result of treating the
perturbing inhomogeneity in long-time, time-dependent perturbation theory relative to the Bloch-accelerated system in the electrodynamic radiation field, it is found that the SE amplitude for the cavity-enhanced Bloch electron radiation becomes damped and frequency shifted in the off-diagonal and diagonal matrix elements of the inhomogeneous potential energy with respect to the instantaneous Bloch eigenstates. This resulting SE amplitude for the cavity-enhanced Bloch radiation is strikingly reminiscent to the form obtained for the Boltzmann transport equation to describe scattering in the well-known relaxation-time approximation. Therefore, in Sec. IV, for purposes of showing trends with regard to simple Bloch oscillation dephasing effects as the electron undergoes scattering, the dephasing analysis is carried out for a heuristic constant relaxationtime approximation, where the damping term is assumed constant and the frequency shift is constant, in particular, zero. Also, since our basic quantum analysis excludes the dissipative effect of the cavity radiation field interacting with lossy cavity walls, use is made of a well-known phenomenological treatment of dissipation whereby the singular part of the density of states is replaced by a Lorentzian with a broadening parameter dependent on the quality factor of the microcavity. In analyzing the total power in this approximation, it is shown that the degradation effects from SLIR can be more than compensated for by the enhancements derived by microcavity-based confinement tuning. In Sec. V, the theoretical analysis is extended beyond the heuristic relaxation-time approximation and is developed for the specific case where the inhomogeneous potential energy is represented by a lattice comb of planar interface inhomogeneities of variable potential strength, where the SL planar interface roughness is characterized statistically by an ensemble averaged over the variable potential strength. It is found that both the frequency shift and the damping constant are dependent on the Brillouin zone vector component perpendicular to the SL direction, the characteristic correlation lengths, and the applied electric field. Further, since the required matrix elements for the inhomogeneous potential energy are separable in terms of planar and cross-planar interface roughness contributions, detailed analysis revealed that the cross-planar contribution to the SE relaxation rate is relatively small, representing less than roughly $10 \%$ of the total relaxation rate relative to the dominant independent planar contribution. In Sec. VI, a summary and discussion of overall results is given. The Appendix provides the details of the time-dependent double perturbation theory analysis used to calculate the probability amplitude.

## 2. Quantum approach: Dynamics based on instantaneous eigenstates

Dynamical properties are considered for the situation in which the electron is confined to a single miniband $n_{0}$ of SL with energy $\varepsilon_{n_{0}}(\mathbf{K})$, while the effects of interband
coupling are ignored [22,23]. Therefore, the quantum dynamics is described by the time-dependent Schrödinger equation
$i \hbar \partial\left|\Psi_{n_{0}}(\mathbf{r}, t)\right\rangle / \partial t=H\left|\Psi_{n_{0}}(\mathbf{r}, t)\right\rangle$,
where the exact Hamiltonian
$H=[\mathbf{p}-(e / c) \mathbf{A}]^{2} / 2 m_{0}+V_{c}(\mathbf{r})+H_{r}+V(\mathbf{r}, t)$
can be reduced to a sum of the following separate Hamiltonians
$H=H_{0}+V(\mathbf{r}, t)+H_{r}+H_{I}$.
Here, the first two terms represent the Hamiltonian, $H_{0}(t)=\left[\mathbf{p}+\mathbf{p}_{c}(t)\right]^{2} / 2 m_{0}+V_{c}(\mathbf{r})$, for single electron in a periodic crystal potential, $V_{c}(\mathbf{r})$, interacting with a homogeneous electric field $\mathbf{E}$, and the potential energy, $V(\mathbf{r}, t)$, for the inhomogeneous electric field due to the impurities or interface roughness; although the special case for the scattering potential considered in this work is time independent, the developed general treatment is applicable to a general time-dependent perturbation $V(\mathbf{r}, t)$. Also $H_{r}$ is the Hamiltonian for the cavity mode electromagnetic radiation field ( $m_{0}$ is the free-electron mass, $c$ is the velocity of light in vacuum, and $e$ is the electron charge). The total vector potential in the exact Hamiltonian consists of $\mathbf{A}=\mathbf{A}_{c}+\mathbf{A}_{r}$, where $\mathbf{A}_{c}=-(c / e) \mathbf{p}_{c}$ describes the external electric field with $\mathbf{p}_{c}(t)=e \int_{t_{0}}^{t} \mathbf{E}\left(t^{\prime}\right) d t^{\prime}=e \mathbf{E} t \quad$ for the time-independent homogeneous electric field turned on at initial time $t_{0}=0 ; \mathbf{A}_{r}$ describes the $\mathrm{TE}_{10}$ cavity mode of the quantized radiation field $\mathbf{E}_{r}$ with the frequency $\omega_{q}$ given by [24]
$A_{r, y}=\sum_{q_{z}} \sqrt{\frac{4 \pi \hbar c^{2}}{\omega_{q} \varepsilon V_{0}}} \sin \left(q_{x} x\right)\left(\hat{a}_{q} e^{i q_{z} z}+\hat{a}_{q}^{\dagger} e^{-i q_{z} z}\right)$,
and $A_{r, x}=A_{r, z}=0$, where $\hat{a}_{q}^{\dagger}$ and $\hat{a}_{q}$ are the photon boson creation and annihilation operators, $\varepsilon$ is the dielectric constant of the medium filling the waveguide of the length $L_{z}$ and cross-section $L_{x} L_{y}, V_{0}=L_{x} L_{y} L_{z}$, and $q_{x}=\pi / L_{x}$. For the chosen system geometry, the corresponding electric field $\mathbf{E}_{r}$ is polarized in the direction of the dc field, which is assumed to be oriented along the $y$ axis (also the SL growth direction). The Hamiltonian for the quantized radiation field has the form $\quad H_{r}=\sum_{q} \hbar \omega_{q} \hat{a}_{q}^{\dagger} \hat{a}_{q}$,
where
$\omega_{q}=\omega_{c}\left[1+\left(q_{z} / q_{x}\right)^{2}\right]^{1 / 2}$ is the mode dispersion relation, and $\omega_{c}=q_{x} c / \sqrt{\varepsilon}$ is the angular cutoff
frequency; also the guided mode wavelength is written as $\lambda=\lambda_{c} /\left[\left(\omega_{q} / \omega_{c}\right)^{2}-1\right]^{1 / 2}$, where $\lambda_{c}=2 L_{x}$ is the cutoff wavelength [25]. The Hamiltonian $H_{I}(t)=-\left(e / m_{0} c\right) \mathbf{A}_{r} \cdot\left[\mathbf{p}+\mathbf{p}_{c}(t)\right]$, for the first-order interaction between the quantum field and the Bloch electron, couples both subsystems $H_{0}$ and $H_{r}$, and causes transitions between the accelerated Bloch electron states through photon absorption and emission. Then, starting with the reduced Hamiltonian $H=H_{0}+H_{r}+H_{I}+V(\mathbf{r}, t)$, use is made of first-order, early-time time-dependent perturbation theory $[26,27]$ to calculate SE transition probabilities between states of $H_{0}+H_{r}$ while regarding $H_{I}(t) \sim \mathbf{A}_{r} \cdot\left[\mathbf{p}+\mathbf{p}_{c}(t)\right]$ as a perturbation, and at the same time, use is made of a long-time Wigner-Weisskopf approximate perturbation theory analysis $[27,28]$ to calculate the relaxation influence of $V(\mathbf{r}, t)$ on the SE transition probabilities; this time scale ordering is invoked since SE rates are orders of magnitude faster than relaxation times due to $V(\mathbf{r}, t)$.

The solution for $\left|\Psi_{n_{0}}(\mathbf{r}, t)\right\rangle$ can be represented in terms of the eigenstates of basis states $\left|\psi_{n_{0} \mathbf{K}}(\mathbf{r}, t),\left\{n_{\mathbf{q}, j}\right\}\right\rangle=\left|\psi_{n_{0} \mathbf{K}}(\mathbf{r}, t)\right\rangle\left|\left\{n_{\mathbf{q}, j}\right\}\right\rangle \quad$ of $\quad$ the unperturbed Hamiltonian $H_{0}+H_{r}$ as

$$
\begin{align*}
& \left|\Psi_{n_{0}}(\mathbf{r}, t)\right\rangle=\sum_{\mathbf{K}} \sum_{\left\{n_{\mathbf{q}, j}\right\}} A_{\left\{n_{\mathbf{q}, j}\right\}}(\mathbf{K}, t)\left|\Psi_{n_{0} \mathbf{K}}(\mathbf{r}, t),\left\{n_{\mathbf{q}, j}\right\}\right\rangle \times \\
& \times \exp \left\{-\frac{i}{\hbar} \int_{t_{0}}^{t}\left[\varepsilon_{n_{0}}\left(\mathbf{k}\left(t^{\prime}\right)\right)+\sum_{\mathbf{q}, j} \hbar \omega_{q} n_{\mathbf{q}, j}\right] d t^{\prime}\right\} . \tag{2}
\end{align*}
$$

Here, the summation over $\mathbf{K}$ is carried out over the entire Brillouin zone, and $\left\{n_{\mathbf{q}, j}\right\}$ is specified over all possible combinations of photon occupation number, $n_{\mathbf{q}, j}$, with photon wave vector $\mathbf{q}$ and polarization $\hat{\varepsilon}_{\mathbf{q}, j}$, $j=1,2$. The instantaneous eigenstates of $H_{0}$ are given [22, 23] by $\psi_{n_{0} \mathbf{K}}(\mathbf{r}, t)=\Omega^{-1 / 2} e^{i \mathbf{K} \cdot \mathbf{r}} u_{n_{0} \mathbf{k}(t)}(\mathbf{r})$, where $u_{n_{0} \mathbf{k}(t)}(\mathbf{r})$ is the periodic part of the Bloch function, $\mathbf{k}(t)=\mathbf{K}+\mathbf{p}_{c}(t) / \hbar$, and the values of the electron wave vector $\mathbf{K}$ are determined by the periodic boundary conditions of the periodic crystal of volume $\Omega$.

For the case of one photon SE, which assumes that, initially, no photons are present in the radiation field, the probability amplitude in the wave function of Eq. (2) satisfies the initial condition $A_{\left\{n_{\mathbf{q}, j}\right\}}\left(\mathbf{K}, t_{0}\right)=\left\{\delta_{n_{\mathbf{q}, j}, 0}\right\} \delta_{\mathbf{K}, \mathbf{K}_{0}}$ at time $t=t_{0}$, when the electric field is turned on. Here, $\mathbf{K}_{0}$ and $n_{\mathbf{q}, j}^{0}=0$ are the initial values of $\mathbf{K}$ and $n_{\mathbf{q}, j}$. The probability amplitude for SE, $A_{\left\{n_{\mathrm{q}, j}\right\}}(\mathbf{K}, t)$, is evaluated by double perturbation theory in the Appendix.

## 3. Probability amplitude analysis

## A. Probability amplitudes - one photon emission

The appropriate time-dependent equations of motion for the $A_{\left\{n_{\mathbf{q}, j}\right\}}(\mathbf{K}, t)$ coefficients expressed in Eq. (2) relate the time rate of change of $A_{\left\{n_{\mathrm{q}, j}\right\}}(\mathbf{K}, t)$ to the basisdependent matrix elements of $H_{I}$ and $V(\mathbf{r}, t)$ through a self-consistent set of equations. In applying early-time, first-order perturbation theory to the $H_{I}$-coefficients of the set of equations, and applying a long-time, Wigner-Weisskopf-like approximation to the $V$-coefficients of the set of equations, we obtain [see Appendix, Eq. (A12)] a closed form of inhomogeneous equation for the one photon SE amplitude
$\dot{A}_{n}\left(\mathbf{K}_{0}, t\right)-\frac{1}{i \hbar} f_{\mathbf{K}_{0} \mathbf{K}_{0}}(t) A_{n}\left(\mathbf{K}_{0}, t\right)+$
$+\frac{1}{\hbar^{2}} \int_{0}^{t} d t^{\prime} \sum_{\mathbf{K}^{\prime} \neq \mathbf{K}_{0}} f_{\mathbf{K}_{0} \mathbf{K}^{\prime}}(t) f_{\mathbf{K}_{0} \mathbf{K}^{\prime}}^{*}\left(t^{\prime}\right) A_{n}\left(\mathbf{K}_{0}, t^{\prime}\right)=$
$=\dot{A}_{q}^{0}\left(\mathbf{K}_{0}, t\right)+\frac{1}{i \hbar} \sum_{\mathbf{K}^{\prime} \neq \mathbf{K}_{0}} f_{\mathbf{K}_{0}, \mathbf{K}^{\prime}}(t) A_{q}^{0}\left(\mathbf{K}^{\prime}, t\right)$.
Here, $\quad t_{0}=0, \quad\left\{n_{\mathbf{q}, j}\right\} \rightarrow n=1$,
$\mathbf{k}_{0}(t)=\mathbf{K}_{0}+\mathbf{p}_{c}(t) / \hbar$, and
$f_{\mathbf{K}_{0} \mathbf{K}^{\prime}}(t)=V_{\mathbf{K}_{0} \mathbf{K}^{\prime}}(t) \exp \left\{\frac{i}{\hbar} \int_{0}^{t}\left\{\varepsilon_{n_{0}}\left[\mathbf{k}_{0}\left(t^{\prime}\right)\right]-\varepsilon_{n_{0}}\left[\mathbf{k}^{\prime}\left(t^{\prime}\right)\right]\right\} d t^{\prime}\right\}$,
where $V_{\mathbf{K}_{0} \mathbf{K}^{\prime}}(t)=\left(\psi_{n_{0} \mathbf{K}_{0}}(\mathbf{r}, t), V(\mathbf{r}, t) \psi_{n_{0} \mathbf{K}^{\prime}}(\mathbf{r}, t)\right)$ are the appropriate matrix elements of the perturbing inhomogeneity, $V(\mathbf{r}, t)$; the general time dependence of the matrix elements originates from both the explicit time dependence of $V(\mathbf{r}, t)$ and from the time dependence of $\mathbf{k}(t)=\mathbf{K}+\mathbf{p}_{c}(t) / \hbar$. Also,
$A_{q}^{0}\left(\mathbf{K}_{0}, t\right)=D\left(q_{x} / q\right)^{1 / 2} \int_{0}^{t} d t^{\prime} v_{y}\left[\mathbf{k}_{0}\left(t^{\prime}\right)-\mathbf{q}_{s}\right] \times$
$\times \exp \left\{-\frac{i}{\hbar} \int_{0}^{t^{\prime}}\left\{\varepsilon_{n_{0}}\left[\mathbf{k}_{0}\left(t_{1}\right)\right]-\varepsilon_{n_{0}}\left[\mathbf{k}_{0}\left(t_{1}\right)-\mathbf{q}_{s}\right]-\hbar \omega_{q}\right\} d t_{1}\right\}$,
the probability amplitude for the microcavity-based SE alone [14]; $D=-i \sqrt{\pi c \alpha / \omega_{c} \varepsilon V_{0}}, \alpha=e^{2} / \hbar c$ is the fine structure constant, $\mathbf{q}_{s}=\left\{ \pm q_{x}, 0, q_{z}\right\}$ with " + " for $s=1$ and "-" for $s=2, \quad q=\left(q_{x}^{2}+q_{z}^{2}\right)^{1 / 2}$, and $v_{y}[\mathbf{k}(t)]=\left.(1 / \hbar) \nabla_{K_{y}} \varepsilon_{n_{0}}(\mathbf{K})\right|_{\mathbf{k}(t)}$, the $y$ component of Bloch velocity in the band.

## B. Analysis of one photon SE amplitude equation

The solution for $A_{n}\left(\mathbf{K}_{0}, t\right)$ in Eq. (3) depends explicitly on $f_{\mathbf{K}_{0} \mathbf{K}^{\prime}}(t)$ as noted in Eq. (4). The time dependence of
$f_{\mathbf{K}_{0} \mathbf{K}^{\prime}}(t)$, expressed through the time-dependent matrix elements of $V(\mathbf{r}, t)$ and through the time dependence of accelerated instantaneous energy eigenstates in the phase of $f_{\mathbf{K}_{0} \mathbf{K}^{\prime}}(t)$, are now addressed. For the type of potential energy function of interest in this problem, that is, one where $V(\mathbf{r}, t) \equiv V(\mathbf{r})$, a function of position alone, and where $V(\mathbf{r})$ is a comb of abruptly changing, planar, interface inhomogeneities positioned at the SL lattice sites with randomly distributed planar interface roughness, one can find the analytic solution to Eq. (3) quite readily. Attention is now focused on the closed form inhomogeneous equation for the one photon SE amplitude noted in Eq. (3).

## 1. The potential energy consideration

In the Wannier representation, the instantaneous eigenstates, $\psi_{n_{0} \mathbf{K}}(\mathbf{r}, t)$, are equivalently expressed as
$\psi_{n_{0} \mathbf{K}}(\mathbf{r}, t)=\frac{1}{N_{0}^{1 / 2}} e^{-i \frac{\mathbf{p}_{c}(t)}{\hbar} \cdot \mathbf{r}} \sum_{\mathbf{l}} e^{i\left(\mathbf{K}+\mathbf{p}_{c}(t) / \hbar\right) \cdot \mathbf{l}} W_{n_{0}}(\mathbf{r}-\mathbf{l})$,
where $N_{0}=N_{y} N_{\perp}$ is the total number of lattice sites, and $W_{n_{0}}(\mathbf{r}-\mathbf{l})$ are the Wannier functions, which are independent of $\mathbf{K}$ [29], defined over all the lattice sites, $\mathbf{l}$, of a given band, $n_{0}$. Then, in taking the matrix elements of $V(\mathbf{r})$ with $\psi_{n_{0} \mathbf{K}}(\mathbf{r}, t)$ in Eq. (6), one obtains
$V_{\mathbf{K K}}{ }^{\prime}(t)=\frac{1}{N_{0}} \sum_{\mathbf{i}, \mathbf{I}^{\prime}} e^{i\left(\mathbf{K}^{\prime} \cdot \mathbf{l}^{\prime}-\mathbf{K} \cdot \mathbf{I}\right)} V_{\mathbf{I I}^{\prime}} e^{i \frac{\mathbf{p}_{c}(t)}{\hbar} \cdot\left(\mathbf{l}^{\prime}-\mathbf{I}\right)}$,
where $V_{\mathbf{I I}^{\prime}}=\int d \mathbf{r} W_{n_{0}}^{*}(\mathbf{r}-\mathbf{l}) V(\mathbf{r}) W_{n_{0}}\left(\mathbf{r}-\mathbf{l}^{\prime}\right)$. The matrix elements in Eq. (7) are seen to be dependent on time through the $\mathbf{p}_{c}(t)$ dependence or, equivalently, through $\mathbf{k}(t)=\mathbf{K}+\mathbf{p}_{c}(t) / \hbar$.

For the case where $V(\mathbf{r})$ is a lattice comb of planar interface inhomogeneities with randomly distributed planar interface roughness, $V_{\text {II }^{\prime}}$ can be expressed as $V_{\mathbf{I I}^{\prime}}=\sum_{\mathbf{I}_{r}} v\left(\mathbf{l}_{r}\right) \delta_{\mathbf{I I}_{r}} \delta_{\mathbf{l}_{r}}$, so that
$V_{\mathbf{K K}^{\prime}}=\frac{1}{N_{0}} \sum_{\mathbf{1}_{r}} v\left(\mathbf{l}_{r}\right) e^{i\left(\mathbf{K}^{\prime}-\mathbf{K}\right) \cdot \mathbf{I}_{r}}$.
Here, $v\left(\mathbf{l}_{r}\right)$ includes the effect of the SL interface roughness which is generally accounted for [30] independent planar interfaces by an ensemble averaged autocorrelation function in the form
$\left.\left\langle v\left(\mathbf{l}_{r}\right) v^{*}\left(\mathbf{l}_{r}^{\prime}\right)\right\rangle=\left.\delta_{l_{r y} l_{r y}^{\prime}}\langle | v\left(l_{r y}\right)\right|^{2}\right\rangle e^{-\left(\mathbf{l}_{r \perp}-\mathbf{l}_{r \perp}^{\prime}\right)^{2} / \Lambda_{y}^{2}}$
and
$\left\langle v\left(\mathbf{l}_{r}\right)\right\rangle=0$,
with $\mathbf{I}_{r}=\left\{l_{r y}, \mathbf{l}_{r \perp}\right\}$. Later, we consider the effect of SL interface roughness from cross-correlated neighboring planar interfaces. It is noted that an equivalent abrupt interface model has been utilized in Refs. [31, 32] based on potential with similar correlation properties. The Fourier transform of the autocorrelation function is a specific Gaussian [33] assumption with two parameters which characterize the rms height of the interface potential fluctuations and the roughness correlation length. Other forms may be more suitable [34] based on empirical data.

## 2. The evaluation of the integral of the instantaneous eigenstates

Since $V_{\mathbf{K K}^{\prime}}$ is time independent, for the potential energy of interest, the only other source of time dependence in $f_{\mathbf{K K}^{\prime}}(t)$ comes from the accelerated instantaneous energy eigenstates, $\varepsilon_{n_{0}}[\mathbf{k}(t)]$, in the phase of $f_{\mathbf{K K}^{\prime}}(t)$ in Eq. (4). This time dependence in a constant electric field can be expressed as
$I_{n_{0}} \equiv \int_{0}^{t} \varepsilon_{n_{0}}\left[\mathbf{K}+\mathbf{p}_{c}\left(t^{\prime}\right) / \hbar\right] d t^{\prime}=$
$=\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}\right) t+i \eta(\mathbf{K}, 0)-i \eta(\mathbf{K}, t)$,
where
$\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}\right)=\frac{1}{N_{y}} \sum_{K_{y}} \varepsilon_{n_{0}}\left(K_{y}, \mathbf{K}_{\perp}\right) ;$
and
$\eta(\mathbf{K}, t)=\sum_{\ell_{y} \neq 0} \frac{\varepsilon_{n_{0}}\left(a \ell_{y}, \mathbf{K}_{\perp}\right)}{\omega_{\mathrm{B}} \ell_{y}} e^{i\left(K_{y} a+\omega_{\mathrm{B}}\right) \ell_{y}}$
with
$\varepsilon_{n_{0}}\left(a \ell_{y}, \mathbf{K}_{\perp}\right)=\frac{1}{N_{y}} \sum_{K_{y}} \varepsilon_{n_{0}}\left(K_{y}, \mathbf{K}_{\perp}\right) e^{-i K_{y} a \ell_{y}}$,
$\omega_{\mathrm{B}}=e E a / \hbar$ the Bloch frequency, $a$ the SL period, and $\ell_{y}$ an integer. In (12), $\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}\right) \equiv \overline{\varepsilon_{n_{0}}(\mathbf{K})}$ is the average value of $\varepsilon_{n_{0}}(\mathbf{K})$ along the $K_{y}$ direction in the Brillouin zone, dependent on $\mathbf{K}_{\perp}$ alone. In particular, in (13), when the nearest-neighbor tight-binding (NNTB) approximation is considered, only the terms with $\ell_{y}= \pm 1$ need be retained in the sum.

In order to arrive at the result of Eq. (11), we develop the time integral required by expressing $\varepsilon_{n_{0}}(\mathbf{K})$ in the Wannier representation. As such, $\varepsilon_{n_{0}}(\mathbf{K})$ can be written as
$\varepsilon_{n_{0}}(\mathbf{K})=\sum_{\mathbf{I}} \varepsilon_{n_{0}}(\mathbf{I}) e^{i \mathbf{K} \cdot \mathbf{I}}$,
where
$\varepsilon_{n_{0}}(\mathbf{l})=\frac{1}{N_{0}} \sum_{\mathbf{K}} \varepsilon_{n_{0}}(\mathbf{K}) e^{-i \mathbf{K} \cdot \mathbf{I}}$.

Then, it follows that, for a constant electric field, with $\mathbf{p}_{c} \cdot \mathbf{l}=\hbar \omega_{\mathrm{B}} \ell_{y} t$, the phase integral, $I_{n_{0}}$, becomes
$I_{n_{0}}=\sum_{\mathbf{l}} \varepsilon_{n_{0}}(\mathbf{l}) e^{i \mathbf{K} \cdot \mathbf{t}} \frac{e^{i \omega_{\mathrm{B}} \ell_{y} t}-1}{i \omega_{\mathrm{B}} \ell_{y}}$.
Equation (17) can be rewritten explicitly in terms of $\ell_{y}=0$ and $\ell_{y} \neq 0$ contributions, which when using Eq. (16) results in

$$
\begin{equation*}
I_{n_{0}}=\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}\right) t+\sum_{\ell_{y} \neq 0} \varepsilon_{n_{0}}\left(a \ell_{y}, \mathbf{K}_{\perp}\right) e^{i K_{y} a \ell_{y}} \frac{e^{i \omega_{\mathrm{B}} \ell_{y} t}-1}{i \omega_{\mathrm{B}} \ell_{y}} \tag{18}
\end{equation*}
$$

Here, $\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}\right)$ is given in (12) and $\varepsilon_{n_{0}}\left(a \ell_{y}, \mathbf{K}_{\perp}\right)$ is given in (14), which gives the result of Eq. (11). In further considering the integral, $I_{n_{0}}$, in Eq. (11), but instead over the limits from 0 to $t$, the same procedure is followed, but with limits from $t^{\prime}$ to $t$, to obtain

$$
\begin{align*}
& \int_{t^{\prime}}^{t} \varepsilon_{n_{0}}\left[\mathbf{K}+\mathbf{p}_{c}\left(t^{\prime \prime}\right) / \hbar\right] d t^{\prime \prime}=  \tag{19}\\
& =\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}\right)\left(t-t^{\prime}\right)+i \eta\left(\mathbf{K}, t^{\prime}\right)-i \eta(\mathbf{K}, t),
\end{align*}
$$

where $\eta(\mathbf{K}, t)$ is given by Eq. (13).
The variables defined by Eqs. (12), (13), and (14) are central to the entire analysis. Although they are formally defined for a general band structure, they are evaluated here for the specific SL miniband dispersion relation expressed as
$\varepsilon_{n_{0}}(\mathbf{K})=\varepsilon_{n_{0}}(0)+\sum_{l^{\prime}=1}^{\infty} \Delta_{l^{\prime}} \sin ^{2} \frac{l^{\prime} a K_{y}}{2}+\varepsilon_{\perp}\left(\mathbf{K}_{\perp}\right)$,
where $\varepsilon_{n_{0}}(0)$ is the miniband edge, $\Delta_{l^{\prime}}$ is the width of the $l^{\prime}$-th miniband harmonic of SL, and $\varepsilon_{\perp}\left(\mathbf{K}_{\perp}\right)$ is the contribution from the perpendicular components of the band. Such a form for the energy band dispersion in the SL growth direction generally includes long range coupling over the neighboring quantum wells (QWs) with a relative strength measured by the specific value of the ratio $\Delta_{l^{\prime}+1} / \Delta_{l^{\prime}}<1$, which is strongly dependent on the extent of wave function overlap. In putting the expression for $\varepsilon_{n_{0}}(\mathbf{K})$ from Eq. (20) into Eq. (12) and using $\sum_{K_{y}}(\cdots)=\frac{N_{y} a}{2 \pi} \int_{-\pi / a}^{\pi / a} d K_{y}(\cdots)$, one obtains
$\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}\right)=\varepsilon_{n_{0}}(0)+\sum_{l^{\prime}=1}^{\infty} \frac{\Delta_{l^{\prime}}}{2}+\varepsilon_{\perp}\left(\mathbf{K}_{\perp}\right)$.
Also, for $\varepsilon_{n_{0}}\left(a \ell_{y}, \mathbf{K}_{\perp}\right)$ in Eq. (14), one similarly obtains $\varepsilon_{n_{0}}\left(a \ell_{y}, \mathbf{K}_{\perp}\right)=-\frac{1}{2} \Delta_{\left|\ell_{y}\right|}$ and in using this expression in Eq. (13), $\eta(K) \equiv \eta(\mathbf{K}, 0)$ becomes
$\eta(\mathbf{K})=-i \sum_{\ell_{y}=1}^{\infty} \frac{\Delta_{\ell_{y}}}{2 \omega_{\mathrm{B}} \ell_{y}} \sin \left(K_{y} a \ell_{y}\right)$.
Therefore, for the assumed miniband dispersion, $\overline{\varepsilon_{n_{0}}(\mathbf{K})}$ depends only on $\mathbf{K}_{\perp}, \varepsilon_{n_{0}}\left(a \ell_{y}, \mathbf{K}_{\perp}\right)$ is constant, and $\eta(\mathbf{K})$ depends only on $K_{y}$.

The result of Eq. (11) is a significant reduction of $I_{n_{0}}$ and allows one to develop a simple time-dependent expression for $f_{\mathbf{K K}^{\prime}}(t)$ as
$f_{\mathbf{K K}^{\prime}}(t)=$
$=V_{\mathbf{K K}}{ }^{\left.\frac{1}{\hbar}\left\{\eta(\mathbf{K}, t)-\eta\left(\mathbf{K}^{\prime}, t\right)\right]-\left[\eta(\mathbf{K})-\eta\left(\mathbf{K}^{\prime}\right)\right]\right\}} e^{\frac{i}{\hbar}\left[\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}\right)-\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}^{\prime}\right)\right] t}$,
where $V_{\mathbf{K K}^{\prime}}$ is given in Eq. (8), $\eta(\mathbf{K}, t)$ is given in Eq. (13), and $\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}\right)$ is given in Eq. (12).

## 3. Solution to SE amplitude equation for planar interface roughness

In looking for the solution to Eq. (3) for the potential energy function defined by matrix elements $V_{\mathbf{K K}^{\prime}}$ given in Eq. (8), with $v(\mathbf{l})$ satisfying ensemble average values given in (9) and (10), it has been already shown that $f_{\mathbf{K K}^{\prime}}(t)$ is given by Eq. (23); also, from (4), it follows that

$$
\begin{align*}
& f_{\mathbf{K K}^{\prime}}(t) f_{\mathbf{K K}^{\prime}}^{*}\left(t^{\prime}\right)= \\
& =\left|V_{\mathbf{K K}^{\prime}}\right|^{2} \exp \left\{\frac{i}{\hbar} \int_{t^{\prime}}^{t}\left[\varepsilon_{n_{0}}\left(\mathbf{K}+\mathbf{p}_{c} / \hbar\right)-\varepsilon_{n_{0}}\left(\mathbf{K}^{\prime}+\mathbf{p}_{c} / \hbar\right)\right] d t^{\prime \prime}\right\} . \tag{24}
\end{align*}
$$

It then follows from the use of Eq. (19) in Eq. (24) that
$f_{\mathbf{K K}^{\prime}}(t) f_{\mathbf{K K}^{\prime}}^{*}\left(t^{\prime}\right)=\gamma_{\mathbf{K K}^{\prime}}\left(t, t^{\prime}\right) e^{i \omega_{\mathbf{K K}^{\prime}}\left(t-t^{\prime}\right)}$
with $\omega_{\mathbf{K K}^{\prime}}=\left[\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}\right)-\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}^{\prime}\right)\right] / \hbar$ and

$$
\begin{equation*}
\gamma_{\mathbf{K K}}{ }^{\prime}\left(t, t^{\prime}\right)=\left|V_{\mathbf{K K}}{ }^{\prime}\right|^{2} e^{-\frac{1}{\hbar}\left\{\left[\eta\left(\mathbf{K}, t^{\prime}\right)-\eta\left(\mathbf{K}^{\prime}, t^{\prime}\right)\right]-\left[\eta(\mathbf{K}, t)-\eta\left(\mathbf{K}^{\prime}, t\right)\right]\right\}}, \tag{26}
\end{equation*}
$$

where

$$
\begin{equation*}
\left|V_{\mathbf{K K}}\right|^{2}=\frac{1}{N_{0}^{2}} \sum_{\mathbf{l}, \mathbf{I}^{\prime}} v(\mathbf{l}) v^{*}\left(\mathbf{l}^{\prime}\right) e^{i\left(\mathbf{K}-\mathbf{K}^{\prime}\right) \cdot\left(\mathbf{l}-\mathbf{I}^{\prime}\right)} . \tag{27}
\end{equation*}
$$

After ensemble averaging over the interface roughness, it is clear from Eqs. (9) and (10) that the diagonal matrix elements $V_{\mathbf{K K}}=\left(1 / N_{0}\right) \sum_{\mathbf{l}} v(\mathbf{l})$ and the matrix elements in Eq. (8) ensemble average to zero because $\langle v(\mathbf{l})\rangle=0$ at each $\mathbf{I}$; but $\left|V_{\mathbf{K K}^{\prime}}\right|^{2}$ survives because Eq. (27) contains ensemble averages over
$\left\langle v(\mathbf{l}) v^{*}\left(\mathbf{l}^{\prime}\right)\right\rangle$ which obeys an autocorrelation relation from Eq. (9).

Therefore, in putting $f_{\mathbf{K K}^{\prime}}(t)$ and $f_{\mathbf{K K}^{\prime}}(t) f_{\mathbf{K K}^{\prime}}^{*}\left(t^{\prime}\right)$ into Eq. (3), and taking the ensemble average to lowest order (dropping the ensemble average symbol for mathematical convenience), one obtains the SE amplitude equation as
$\dot{A}_{n}\left(\mathbf{K}_{0}, t\right)+\frac{i}{\hbar} V_{\mathbf{K}_{0}} \mathbf{K}_{0} A_{n}\left(\mathbf{K}_{0}, t\right)+$
$+\frac{1}{\hbar^{2}} \sum_{\mathbf{K}^{\prime} \neq \mathbf{K}_{0}} \int_{0}^{t} d t^{\prime} \gamma_{\mathbf{K}_{0} \mathbf{K}^{\prime}}\left(t, t^{\prime}\right) e^{i \omega_{\mathbf{K}_{0}} \mathbf{K}^{\prime}\left(t-t^{\prime}\right)} A_{n}\left(\mathbf{K}_{0}, t^{\prime}\right)=(28)$
$=\dot{A}_{q}^{0}\left(\mathbf{K}_{0}, t\right)$.
Here, the ensemble average of $V_{\mathbf{K}_{0}} \mathbf{K}_{0}$ is zero, but we retain the diagonal element to show the systematic behavior of perturbation theory in what follows.

Equation (24) contains an integral form which requires the explicit time-dependent specification of $\gamma_{\mathbf{K}_{0} \mathbf{K}^{\prime}}\left(t, t^{\prime}\right)$ defined through $\eta\left(K_{y} a+\omega_{\mathrm{B}} t, \mathbf{K}_{\perp}\right)$ and $\eta\left(K_{y} a+\omega_{\mathrm{B}} t^{\prime}, \mathbf{K}_{\perp}\right)$, where $\eta(\mathbf{K})$ is given in Eq. (22). For NNTB, in the SL band of interest, we see from Eq. (22) that $\eta\left(K_{y} a, \mathbf{K}_{\perp}\right)=-i \frac{\Delta_{1}}{2 \omega_{\mathrm{B}}} \sin \left(K_{y} a\right)$. Then $\gamma_{\mathbf{K K}^{\prime}}\left(t, t^{\prime}\right)$ from Eq. (26) becomes
$\gamma_{\mathbf{K K}^{\prime}}\left(t, t^{\prime}\right)=$
$\left|V_{\mathbf{K K}^{\prime}}\right|^{2} e^{\left.i \xi\left\{\left[\sin \left(K_{y} a+\omega_{\mathrm{B}} t^{\prime}\right)-\sin \left(K_{y}^{\prime} a+\omega_{\mathrm{B}} t^{\prime}\right)\right\} \sin \left(K_{y} a+\omega_{\mathrm{B}} t\right)-\sin \left(K_{y}^{\prime} a+\omega_{\mathrm{B}} t\right)\right]\right\}}$,
where $\xi=\Delta_{1} / 2 \hbar \omega_{\mathrm{B}}$. In utilizing the well-known result
[35] $\exp (i \xi \sin \alpha)=\sum_{m=-\infty}^{\infty} J_{m}(\xi) \exp (i m \alpha), \quad$ where $J_{m}(\xi)$ is the $m$-th order Bessel function of the first kind, it then follows that $\gamma_{\mathbf{K K}^{\prime}}\left(t, t^{\prime}\right)$ can be expressed as a product of four sums over Bessel functions with differing indices, which when placed in (28) and ordered appropriately with respect to indices and time, results in the equation
$\dot{A}_{n}\left(\mathbf{K}_{0}, t\right)+\frac{i}{\hbar} V_{\mathbf{K}_{0}} \mathbf{K}_{0} A_{n}\left(\mathbf{K}_{0}, t\right)+\frac{1}{\hbar^{2}} \sum_{\mathbf{K}^{\prime} \neq \mathbf{K}_{0}}\left|V_{\mathbf{K}_{0} \mathbf{K}^{\prime}}\right|^{2} \times$
$\times \sum_{m, m^{\prime}=-\infty}^{\infty} J_{m}(\xi) J_{m^{\prime}}(\xi) e^{i m\left(K_{0 y}-K_{y}^{\prime}\right) a} \times$
$\times \sum_{m^{\prime \prime}, m^{\prime \prime}=-\infty}^{\infty} J_{m^{\prime \prime}}(\xi) J_{m^{\prime \prime}}(\xi) e^{-i m^{\prime \prime}\left(K_{0 y}-K_{y}^{\prime}\right) a} e^{i K_{y}^{\prime} a\left[\left(m-m^{\prime}\right)-\left(m^{\prime \prime}-m^{\prime \prime}\right)\right]} \times$
$\times \int_{0}^{t} d t^{\prime} e^{\frac{i}{\hbar}\left[\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{0 \perp}\right)-\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}^{\prime}\right)\right]\left(t-t^{\prime}\right)} \times$
$\times e^{-i \omega_{\mathrm{B}}\left(m^{\prime \prime}-m^{\prime \prime \prime}\right)\left(t-t^{\prime}\right)} e^{i \omega_{\mathrm{B}}\left[\left(m-m^{\prime}\right)-\left(m^{\prime \prime}-m^{\prime \prime}\right)\right] t^{\prime}} A_{n}\left(\mathbf{K}_{0}, t^{\prime}\right)$
$=\dot{A}_{q}^{0}\left(\mathbf{K}_{0}, t\right)$.

Eq. (30) is solved by Laplace transform, and an analytic solution can be obtained in the long-time limit. We note that the temporal integral in Eq. (30) is in the form appropriate to apply the convolution theorem. However, with $F_{n}(s)$ noted as the Laplace transform of $A_{n}\left(\mathbf{K}_{0}, t\right)$, the term $e^{i\left[\left(m-m^{\prime}\right)-\left(m^{\prime \prime}-m^{\prime \prime}\right)\right] \omega_{\mathrm{B}} t^{\prime}} A_{n}\left(\mathbf{K}_{0}, t^{\prime}\right)$ under the integral, which gives rise to the Laplace transform component $F_{n}\left\{s-i\left[\left(m-m^{\prime}\right)-\left(m^{\prime \prime}-m^{\prime \prime \prime}\right)\right] \omega_{\mathrm{B}}\right\}$, is rapidly oscillatory for $m-m^{\prime} \neq m^{\prime \prime}-m^{\prime \prime \prime}$ as $t^{\prime}$ grows; thus, for $\omega_{\mathrm{B}} t^{\prime} \gg 1$, the terms in the four-fold sum for which $m-m^{\prime}=m^{\prime \prime}-m^{\prime \prime \prime}$ dominate in the long-time limit. Therefore, the terms with $m-m^{\prime}=m^{\prime \prime}-m^{\prime \prime \prime}$ only are retained in the four-fold sum while all other terms are neglected. Thus, in letting $F_{n}(s)=\int_{0}^{\infty} e^{-s t} A_{n}(t) d t \equiv L\left\{A_{n}(t)\right\}, \quad$ Eq. (30) can $\quad$ be transformed to get

$$
\begin{equation*}
F_{n}(s)=\frac{A_{n}\left(\mathbf{K}_{0}, 0\right)}{s+\frac{i}{\hbar} V_{\mathbf{K}_{0} \mathbf{K}_{0}}+i \Delta(s)}+\frac{L\left\{\dot{A}_{q}^{0}\left(\mathbf{K}_{0}, t\right)\right\}}{s+\frac{i}{\hbar} V_{\mathbf{K}_{0} \mathbf{K}_{0}}+i \Delta(s)}, \tag{31}
\end{equation*}
$$

where
$\Delta(s)=\frac{1}{\hbar^{2}} \sum_{m=-\infty}^{\infty} R_{m} \sum_{\mathbf{K}_{\perp} \neq \mathbf{K}_{0 \perp}} \frac{\left|V_{\mathbf{K}_{0} \mathbf{K}^{\prime}}\right|^{2}}{\left(\omega_{K_{0} K^{\prime}}-m \omega_{\mathrm{B}}\right)+i s}$.
Also, $R_{m}(\xi)$ in Eq. (32) has its origin from summing over the term $\sum_{K_{y}^{\prime} \neq K_{0 y}}\left|G_{K_{0 y} \neq K_{y}^{\prime}}\right|^{2} \equiv R_{m} \quad$ in Eq. (30), where
$G_{K_{0 y}, K_{y}^{\prime}}(\xi, m)=\sum_{m^{\prime}=-\infty}^{\infty} J_{m^{\prime}}(\xi) J_{m^{\prime}-m}(\xi) e^{i m^{\prime}\left(K_{0 y}-K_{y}^{\prime}\right) a}$.
We then find that
$R_{m}(\xi)=N_{y} \sum_{m^{\prime}=-\infty}^{\infty} J_{m^{\prime}}^{2}(\xi) J_{m^{\prime}+m}^{2}(\xi)-\delta_{m, 0} ;$
hereafter we omit a comparatively small additional term, $\delta_{m, 0}$, compared to the leading term which is proportional to $N_{y}$, the number of SL sites in the $y$ direction. Then $A_{n}\left(\mathbf{K}_{0}, t\right)=L^{-1}\left\{F_{n}(s)\right\}$ is the inverse transform of (31) for all $t$. However, one can obtain the long-time behavior of $A_{n}\left(\mathbf{K}_{0}, t\right)$ by examining (31) in the limit $\Delta(s \rightarrow 0)$. In using the well-known relation $\lim _{s \rightarrow 0}\left[\frac{1}{x+i s}\right]=P\left(\frac{1}{x}\right)-i \pi \delta(x)$, it is clear that $i \Delta(0)=\frac{i}{\hbar^{2}} \sum_{m=-\infty}^{\infty} R_{m} \sum_{\mathbf{K}_{\perp}^{\prime} \neq \mathbf{K}_{0 \perp}} \frac{\left|V_{\mathbf{K}_{0} \mathbf{K}^{\prime}}\right|^{2}}{\omega_{\mathbf{K}_{0} \mathbf{K}^{\prime}}-m \omega_{\mathrm{B}}}+$

Therefore, in the long-time limit, dropping the homogeneous solution and keeping the inhomogeneous solution in Eq. (31), we obtain

$$
\begin{equation*}
F_{n}(s)=\frac{L\left\{\dot{A}_{q}^{0}\left(\mathbf{K}_{0}, t\right)\right\}}{s+\frac{i}{\hbar} V_{\mathbf{K}_{0} \mathbf{K}_{0}}+i \Delta(0)} \equiv \frac{L\left\{\dot{A}_{q}^{0}\left(\mathbf{K}_{0}, t\right)\right\}}{s+i \Delta \omega\left(\mathbf{K}_{0}\right)+\frac{\Gamma\left(\mathbf{K}_{0}\right)}{2}}, \tag{35}
\end{equation*}
$$

where

$$
\begin{align*}
& \hbar \Delta \omega\left(\mathbf{K}_{0}\right)=V_{\mathbf{K}_{0} \mathbf{K}_{0}}+ \\
& +\sum_{m=-\infty}^{\infty} R_{m} \sum_{\mathbf{K}_{\perp}^{\prime} \neq \mathbf{K}_{0 \perp}} \frac{\left|V_{\mathbf{K}_{0} \mathbf{K}^{\prime}}\right|^{2}}{\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{0 \perp}\right)-\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}^{\prime}\right)-m \hbar \omega_{\mathrm{B}}} \tag{36}
\end{align*}
$$

and
$\Gamma\left(\mathbf{K}_{0}\right)=\frac{2 \pi}{\hbar} \sum_{m=-\infty}^{\infty} R_{m} \sum_{\mathbf{K}_{\perp}^{\prime} \neq \mathbf{K}_{0 \perp}}\left|V_{\mathbf{K}_{0} \mathbf{K}^{\prime}}\right|^{2} \times$
$\times \delta\left[\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{0 \perp}\right)-\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}^{\prime}\right)-m \hbar \omega_{\mathrm{B}}\right]$.
The inverse Laplace transform of (35) is

$$
\begin{equation*}
A_{n}\left(\mathbf{K}_{0}, t\right)=\int_{0}^{t} d t^{\prime} \dot{A}_{q}^{0}\left(\mathbf{K}_{0}, t^{\prime}\right) e^{-i \Delta \omega\left(\mathbf{K}_{0}\right)\left(t-t^{\prime}\right)} e^{-\frac{\Gamma\left(\mathbf{K}_{0}\right)}{2}\left(t-t^{\prime}\right)} \tag{38}
\end{equation*}
$$

$A_{n}\left(\mathbf{K}_{0}, t\right)$ in Eq. (38) is a key result and shows that the SE for the cavity-enhanced Bloch electron probability amplitude becomes damped by $\Gamma\left(\mathbf{K}_{0}\right)$ in Eq. (37) and frequency shifted by $\Delta \omega\left(\mathbf{K}_{0}\right)$ in Eq. (36) due to the perturbing influence of the constant external electric field and the assumed interface inhomogeneity. It is interesting to note that the result obtained in Eq. (38) is strikingly reminiscent of the result obtained for the Boltzmann transport equation to describe the scattering processes in the well-known relaxation-time approximation [36]. Therefore, in an approach similar to analyzing the complications of the Boltzmann theory, we first consider the model, noted here as the constant relaxation-time approximation, where $\Delta \omega\left(\mathbf{K}_{0}\right)$ is assumed to be a constant, chosen to be zero for convenience, and $\Gamma\left(\mathbf{K}_{0}\right)$ is assumed to be a constant, independent of wave vector $\mathbf{K}_{0}$, to analyze, in the simplest heuristic approximation, the dephasing effects due to interface roughness.

The frequency shift in Eq. (36) is essentially, to within $R_{m}$, the second-order perturbation correction for the inhomogeneity and the external field, and the energy difference in the denominator is taken with respect to the average value of the energy band in the direction of the constant electric field, which is the $y$ direction. It is noted that the frequency shift can be expressed in terms of the Green function for the field-dependent SL Wannier functions in the NNTB approximation as [37]
$G_{0}\left(\xi, l, l^{\prime} ; \delta \varepsilon\right)=\sum_{m^{\prime}=-\infty}^{\infty} \frac{J_{l+m^{\prime}}(\xi) J_{l^{\prime}+m^{\prime}}(\xi)}{\delta \varepsilon-m^{\prime} \hbar \omega_{\mathrm{B}}}$.

Then, $\hbar \Delta \omega\left(\mathbf{K}_{0}\right)$ in Eq. (36) can be alternatively expressed as

$$
\begin{align*}
& \hbar \Delta \omega\left(\mathbf{K}_{0}\right)=V_{\mathbf{K}_{0} \mathbf{K}_{0}}+\sum_{\mathbf{K}_{\perp}^{\prime} \neq \mathbf{K}_{0 \perp}}\left|V_{\mathbf{K}_{0} \mathbf{K}^{\prime}}\right|^{2} \times \\
& \times \sum_{m=-\infty}^{\infty} N_{y} J_{m}^{2}(\xi) G_{0}\left[\xi, m, m ; \bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{0 \perp}\right)-\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}^{\prime}\right)\right] . \tag{40}
\end{align*}
$$

Also note that the neglected off-diagonal term on the right-hand side of Eq. (40) [which arises from the neglected term on the right-hand side of Eq. (33)] is expressed in terms of $G_{0}$ as
$\sum_{\mathbf{K}_{\perp}^{\prime} \neq \mathbf{K}_{0 \perp}}\left|V_{\mathbf{K}_{0} \mathbf{K}^{\prime}}\right|^{2} \sum_{m, m^{\prime}=-\infty}^{\infty} J_{m}(\xi) J_{m^{\prime}}(\xi) \times$
$\times G_{0}\left[\xi, m, m^{\prime} ; \bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{0 \perp}\right)-\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}^{\prime}\right)\right]$.
For convenience of performing the sum over $\mathbf{K}_{\perp}$, we use the form $\Delta \omega$ expressed in Eq. (36) throughout.

## 4. Degradation of cavity-enhanced SE: Constant relaxation-time approximation

In this section, for purposes of showing heuristic trends with regard to the effects of interface roughness, the analysis for Eq. (38) is carried out for the assumed case where the damping term, $\Gamma$, is a constant, independent of $\mathbf{K}$, and the frequency shift is zero. In this case, it follows from Eq. (38) that
$A_{n}\left(\mathbf{K}_{0}, t\right)=\int_{0}^{t} d t^{\prime} \dot{A}_{q}^{0}\left(\mathbf{K}_{0}, t^{\prime}\right) e^{-\left(t-t^{\prime}\right) / \tau}$,
where $\tau=2 / \Gamma$ takes on the meaning of a characteristic mean dephasing time, and from Eq. (5) it follows that
$\dot{A}_{q}^{0}\left(\mathbf{K}_{0}, t\right)=D\left(q_{x} / q\right)^{1 / 2} v_{y}\left[\mathbf{k}_{0}(t)-\mathbf{q}_{s}\right] \times$
$\times \exp \left\{-\frac{i}{\hbar} \int_{0}^{t}\left\{\varepsilon_{n_{0}}\left[\mathbf{k}_{0}\left(t_{1}\right)\right]-\varepsilon_{n_{0}}\left[\mathbf{k}_{0}\left(t_{1}\right)-q_{s}\right]-\hbar \omega_{q}\right\} d t_{1}\right\}$.

Therefore, the one photon SE probability amplitude can be expressed as
$A_{q}\left(\mathbf{K}_{0}, t\right)=A_{q}^{0}\left(\mathbf{K}_{0}, t, \widetilde{\omega}_{q}\right) e^{-t / \tau}$,
where $A_{q}^{0}\left(\mathbf{K}_{0}, t, \widetilde{\omega}_{q}\right)$ is obtained from Eq. (5) by the formal substitution of a renormalized complex photon "energy" $\hbar \widetilde{\omega}_{q}=\hbar \omega_{q}-i \hbar \omega_{\tau}$ in place of $\hbar \omega_{q}$ with $\omega_{\tau} \equiv 1 / \tau$, so that
$A_{q}^{0}\left(\mathbf{K}_{0}, t, \widetilde{\omega}_{q}\right)=D\left(q_{x} / q\right)^{1 / 2} \int_{0}^{t} d t^{\prime} v_{y}\left[\mathbf{k}_{0}\left(t^{\prime}\right)-\mathbf{q}_{s}\right] \times$
$\times \exp \left\{-\frac{i}{\hbar} \int_{0}^{t^{\prime}}\left\{\varepsilon_{n_{0}}\left[\mathbf{k}_{0}\left(t_{1}\right)\right]-\varepsilon_{n_{0}}\left[\mathbf{k}_{0}\left(t_{1}\right)-\mathbf{q}_{s}\right]-\hbar \widetilde{\omega}_{q}\right\} d t_{1}\right\}$.

This incorporation of the relaxation-time approximation parameter, $\omega_{\tau}$, as a complex addition into the renormalized photon frequency, $\widetilde{\omega}_{q}$, thus allows us to analyze degradation in a straight forward manner. Then the emission process results in the total SE probability

$$
\begin{equation*}
P_{e}^{s}(t)=\sum_{q} \sum_{s=1,2}\left|A_{q}\left(\mathbf{K}_{0}, t\right)\right|^{2} . \tag{46}
\end{equation*}
$$

## A. Selection rules

In evaluating $A_{q}\left(\mathbf{K}_{0}, t\right)$, the external dc field, $\mathbf{E}$, is assumed to be oriented along the $y$ axis; it then follows that $k_{0 y}(t)=K_{0 y}+e E t / \hbar$. In taking advantage of the periodic properties of the terms in Eq. (45), $A_{q}\left(\mathbf{K}_{0}, t\right)$ in Eq. (44) is evaluated in clocked integral multiples $N$ of the Bloch period, so that $t=N \tau_{\mathrm{B}}$, where $\tau_{\mathrm{B}}=1 / v_{\mathrm{B}}=2 \pi / \omega_{\mathrm{B}}$, the time to traverse one period of the Brillouin zone. The integral in Eq. (45) over time can be replaced by an integral over $k_{0 y}$ through the substitution $d t=(\hbar / e E) d k_{0 y}$. Then the probability amplitude of Eq. (44), evaluated at integral multiples of the Bloch period, can be expressed in terms of the probability amplitude over a single Bloch period, $\tau_{\mathrm{B}}$, [16] to obtain
$A_{q}\left(\mathbf{K}_{0}, N \tau_{\mathrm{B}}\right)=\frac{1-\exp \left(-i N \widetilde{\beta}_{q}\right)}{1-\exp \left(-i \widetilde{\beta}_{q}\right)} e^{-(N-1) \tau_{\mathrm{B}} / \tau} A_{q}\left(\mathbf{K}_{0}, \tau_{\mathrm{B}}\right)$,
where the complex parameter $\widetilde{\beta}_{q}$ is given by
$\widetilde{\beta}_{q}=2 \pi \frac{\widetilde{\omega}_{q}}{\omega_{\mathrm{B}}}+\frac{1}{e E} \int_{K_{0 y}}^{K_{0 y}+G_{y}} d k_{0 y}\left[\varepsilon_{n_{0}}\left(\mathbf{k}_{0}\right)-\varepsilon_{n_{0}}\left(\mathbf{k}_{0}-\mathbf{q}_{s}\right)\right]$,
and $G_{y}=2 \pi / a$, the $y$ component of the SL reciprocallattice vector. From Eq. (47), the corresponding squared probability amplitudes are expressed as
$\left|A_{q}\left(\mathbf{K}_{0}, N \tau_{\mathrm{B}}\right)\right|^{2}=\eta\left(\omega_{q}, N, \tau\right)\left|A_{q}\left(\mathbf{K}_{0}, \tau_{\mathrm{B}}\right)\right|^{2}$,
where the transfer function $\eta\left(\omega_{q}, N, \tau\right)$ is given by
$\eta\left(\omega_{q}, N, \tau\right)=$
$=\frac{\sinh ^{2}\left(\pi N / \tau \omega_{\mathrm{B}}\right)+\sin ^{2}\left(\pi N \omega_{q} / \omega_{\mathrm{B}}\right)}{\sinh ^{2}\left(\pi / \tau \omega_{\mathrm{B}}\right)+\sin ^{2}\left(\pi \omega_{q} / \omega_{\mathrm{B}}\right)} e^{-2 \pi(N-1) / \tau \omega_{\mathrm{B}}}$.
Here, $\eta$ clearly shows the effect of Bloch oscillation dephasing in the constant relaxation-time approximation.


Fig. 1. The transfer function $\eta=\eta\left(\omega_{\mathrm{q}}, N, \tau\right)$ calculated at maximum growth conditions [Eq. (51)], $\eta=\eta_{\max }$, as a function of a number of Bloch oscillations $N$ for different values of $\tau \nu_{\mathrm{B}}$ : (a) $5 \leq \tau \nu_{\mathrm{B}} \leq 10$ and (b) $2 \leq \tau \nu_{\mathrm{B}} \leq 4$. The dashed curve shows $\eta_{\max } \sim N^{2}$ without dephasing $\left(\tau \nu_{\mathrm{B}} \rightarrow \infty\right)$.

The general behavior of $\eta\left(\omega_{q}, N, \tau\right)$ is displayed in Fig. 1. From Eqs. (49) and (50), it is seen that for the case of a weak scattering when $\pi N / \tau \omega_{\mathrm{B}} \ll 1$, i.e., when the electron scattering event is not probable even over many Bloch oscillations, $N$, on the time scale of the scattering time $\tau$, then the quantity $\left|A_{q}\left(\mathbf{K}_{0}, N \tau_{\mathrm{B}}\right)\right|^{2}$ will reach its maximum growth value when $\beta_{q}=2 \pi(m+\delta)$, where $\beta_{q}=\operatorname{Re}\left(\widetilde{\beta}_{q}\right), m$ is an integer and $\delta \rightarrow 0$; for this limiting case, the function $\eta\left(\omega_{q}, N, \tau\right)$ is reduced to the function $\eta\left(\omega_{q}, N\right)$ previously obtained in the absence of scattering [16], that is $\eta\left(\omega_{q}, N\right)=\sin ^{2}\left(N \beta_{q} / 2\right) / \sin ^{2}\left(\beta_{q} / 2\right) \rightarrow N^{2}$, i.e., it becomes sharply peaked at the resonances with increasing $N$. It is clear that this condition for maximum growth establishes the selection rules for both the photon emission frequency, $\omega_{q}$, and the key wave vector component, $q_{z}$,
$\omega_{q}=m \omega_{\mathrm{B}}, \quad q_{z}=q_{z m} \equiv q_{x}\left[\left(m \omega_{\mathrm{B}} / \omega_{c}\right)^{2}-1\right]^{1 / 2} ;$
this gives the "Stark ladder" resonance frequency condition, along with the sustaining wave vector cavity resonance conditions. Thus, the modes that radiate with the highest probability correspond to the fundamental Bloch frequency and its harmonics. These quantization conditions are obtained without requiring any assumptions concerning the existence of Wannier-Stark energy states. Further, analyzing the changing behavior of $\eta\left(\omega_{q}, N, \tau\right)$ with increased intensity of scattering, it is noted that the peak positions are negligibly affected, although the associated spectral widths become broadened and related peak values are reduced with decreasing ratio of $\tau / \tau_{\mathrm{B}}$ (Figs. 1a and 1b). From this relaxation-time approximation result, it is noted that the maximum growth condition for the probability amplitudes in Eqs. (49) and (50) still preserves the selection rules for SE given in Eq. (51) despite the increased reasonably strong scattering $\left(\tau v_{B} \geq 1\right)$. It is important to emphasize that both Eqs. (49) and (51) taken together are central to the evaluation of total SE probability.

In the preceding calculation, if $\Delta \omega\left(\mathbf{K}_{0}\right)$ were chosen to be a non-zero constant, say $\omega_{0}$, then the selection rules in Eqs. (51) would indicate a constant shift in $\omega_{q}$ by the assumed constant $\omega_{0}$, which would then be appropriately reflected in Eq. (50) by replacing $\omega_{q}$ with $\omega_{q}+\omega_{0}$.

Not withstanding the relaxation-time approximation, both $\Delta \omega$ and $\Gamma$ in Eqs. (36)-(38) are non-trivial functions of $\mathbf{K}$-vector and $\hbar \omega_{\mathrm{B}}$, so that depending on the strength and breath of the interface inhomogeneity, the Stark selection rules and the SE will be affected by this dependence. The analysis is extended beyond the relaxation-time approximation in Section V to demonstrate the dependence of $\Gamma$ and $\Delta \omega$ on $\mathbf{K}$-vector and $\hbar \omega_{\mathrm{B}}$ within a model problem.

## B. General expression for the total SE probability

The total SE probability at time $t=N \tau_{\mathrm{B}}$, noted as $P_{e}^{s}=P_{e}^{s}\left(N \tau_{\mathrm{B}}\right), \quad$ is evaluated by substituting $\left|A_{q}\left(\mathbf{K}_{0}, N \tau_{\mathrm{B}}\right)\right|^{2}$ from Eq. (49) into Eq. (46). The sum over $q$ in Eq. (46) is replaced by an integral over $q$, by taking into account the $\mathrm{TE}_{10}$ mode density of states and polarization such that $\sum_{q}(\cdots) \rightarrow\left(L_{z} / \pi\right) \int d q(\cdots) /\left[1-\left(q_{x} / q\right)^{2}\right]^{1 / 2}$. Thus, $\quad P_{e}^{s}$ can be written as

$$
\begin{equation*}
P_{e}^{s}=\frac{L_{z}}{\pi} \sum_{s=1,2} \int d q \eta\left(\omega_{q}, N, \tau\right) \frac{\left|A_{q}\left(\mathbf{K}_{0}, \tau_{\mathrm{B}}\right)\right|^{2}}{\left[1-\left(q_{x} / q\right)^{2}\right]^{1 / 2}} . \tag{52}
\end{equation*}
$$

In Eq. (52), we have made use of the mode density of states for a lossless waveguide cavity; this results in infinitely sharp peaks at the system resonances. However, if we incorporate a radiative loss component
into the density of states due to the interaction of the radiation field with lossy cavity waveguide walls, this would lead to a broadening and finiteness of the density of states resonance peaks. Therefore, we introduce here a well-known and frequently used phenomenological Lorentzian broadening component into the density of states, which approximates [38] the effect of radiative dissipation to the cavity walls. As such, the singularity of the density of states in Eq. (52) can be expressed as $1 /\left[1-\left(q_{x} / q\right)^{2}\right]^{1 / 2}=\left(q / q_{x}\right) /\left(q / q_{x}+1\right)^{1 / 2}\left(q / q_{x}-1\right)^{1 / 2} ;$ then, in replacing $\left(q / q_{x}-1\right)^{-1 / 2}$ by $\lim _{\Gamma_{q} \rightarrow 0}\left[\frac{1}{\Gamma_{q}^{2}+\left(q / q_{x}-1\right)^{2}}\right]^{1 / 4}$ with $\Gamma_{q}=1 / 2 Q$, where $Q$ is the microcavity quality factor, we can express Eq. (52) as

$$
\begin{align*}
& P_{e}^{s}=\frac{L_{z}}{\pi} \sum_{s=1,2} \int d q \eta\left(\omega_{q}, N, \tau\right) \times \\
& \times \frac{q\left|A_{q}\left(\mathbf{K}_{0}, \tau_{\mathrm{B}}\right)\right|^{2}}{q_{x}\left(q / q_{x}+1\right)^{1 / 2}}\left[\frac{1}{\Gamma_{q}^{2}+\left(q / q_{x}-1\right)^{2}}\right]^{1 / 4} . \tag{53}
\end{align*}
$$

Thus, $P_{e}^{s}$ in Eq. (53) is reflective of the loss component at the resonances.

The integral in Eq. (53) can be evaluated by using the special property of the integrand, that is, $\eta\left(\omega_{q}, N, \tau\right)$ is a sharply peaked, symmetric function of $q$, at $q=q_{m} \equiv\left(q_{x}^{2}+q_{z m}^{2}\right)^{1 / 2}$. With decreasing $\tau$, the maximum values of this function decrease relative to the no scattering case $(\tau=\infty)$. However, its sharp and oscillatory behavior is preserved for the wide range of physical scattering times greater than or of the order of the inverse Bloch frequency $v_{B}$. Thus, for $\tau v_{B} \geq 1$, at every node defined by the resonance conditions, the slowly varying function of $q$ in the integrand, including the peaked density of states, can be replaced by its value evaluated at $q=q_{m}$, and then removed from the integral over $q$. It is noted that in comparing the effective halfwidths of $\eta$ and the Lorentzian lineshape, we find that the sharpness of $\eta$ dominates for the conditions that $\Gamma_{q} \gg \Gamma_{N} \equiv 1 / 2 Q_{N}, \quad Q \ll Q_{N} \equiv \sqrt{15 \pi} N$. Within these criteria, the integral over $q$ can be completed as outlined to obtain

$$
\begin{aligned}
& P_{e}^{s}=I_{N}\left(\tau v_{\mathrm{B}}\right) \frac{L_{z} \omega_{\mathrm{B}}}{L_{x} \omega_{c}} \sum_{l=1}^{l_{\text {max }}} \sum_{s=1,2}\left|A_{q_{l}}^{0}\left(\mathbf{K}_{0}, \tau_{\mathrm{B}}, \widetilde{\omega}_{q_{l}}\right)\right|^{2} \times \\
& \times \frac{q_{l} / q_{x}}{\left(q_{l} / q_{x}+1\right)^{1 / 2}}\left[\frac{1}{\Gamma_{q}^{2}+\left(q_{l} / q_{x}-1\right)^{2}}\right]^{1 / 4} .
\end{aligned}
$$

Here, $l_{\max }$ follows from $q_{\text {max }}=l_{\text {max }}\left(\omega_{\mathrm{B}} / \omega_{c}\right) q_{x}$, and determines the upper limit in the sum over higher Bloch oscillation harmonics. The integral $I_{N}\left(\tau v_{\mathrm{B}}\right)$ reflects Eq. (50) and is defined by
$I_{N}\left(\tau \nu_{B}\right)=e^{-(N+1) / \tau v_{\mathrm{B}}} \frac{2}{\pi} \int_{0}^{\pi / 2} d x \frac{\sinh ^{2}\left(N / 2 \tau \nu_{\mathrm{B}}\right)+\sin ^{2}(N x)}{\sinh ^{2}\left(1 / 2 \tau \nu_{\mathrm{B}}\right)+\sin ^{2}(x)}$.

The calculation of $P_{e}^{s}$ in Eq. (54) requires the use of $A_{q}^{0}\left(\mathbf{K}_{0}, \tau_{\mathrm{B}}, \widetilde{\omega}_{q}\right)$ in Eq. (45), evaluated at the maximum growth conditions of Eq. (51), that is, when $\hbar \omega_{q}=m \hbar \omega_{\mathrm{B}}$ and $q=q_{m}$. In addition, the dependence on $q$ in Eq. (45) is made explicit by invoking the assumption of photon long-wave limit, which is valid for all periodic potentials of interest, even superlattices, where $q=\pi / a$. Thus, Eq. (45) results in
$A_{q_{l}}^{0}\left(\mathbf{K}_{0}, \tau_{\mathrm{B}}, \widetilde{\omega}_{q_{l}}\right)=\frac{2 \pi}{\omega_{\mathrm{B}}}\left(\frac{q_{x}}{q_{l}}\right)^{1 / 2} D I_{l} \exp \left(-i K_{0 y} a \widetilde{\omega}_{q_{l}} / \omega_{\mathrm{B}}\right)$,
where
$I_{l}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} d \vartheta_{k}\left[v_{y}\left(\vartheta_{k}\right) \exp \left(\vartheta_{k} / 2 \pi \tau v_{\mathrm{B}}\right)\right] \exp \left(i l \vartheta_{k}\right)$
is the $l$-th Fourier component of the function $v_{y}\left(\vartheta_{k}\right) \exp \left(\vartheta_{k} / 2 \pi \tau v_{\mathrm{B}}\right), \quad \vartheta_{k}=k_{0 y} a$, and $\widetilde{\omega}_{q_{l}}=l \omega_{\mathrm{B}}-i / \tau$. Note that $D$ in Eq. (56) has been defined below Eq. (5). Since the electron velocity component $v_{y}\left(\vartheta_{k}\right)$ depends on details of the SL miniband structure, such dependence comes explicitly into the SE probability amplitude through the integral $I_{l}$ given by Eq. (57), thus
$\left|A_{q_{l}}^{0}\left(\mathbf{K}_{0}, \tau_{\mathrm{B}}, \widetilde{\omega}_{q_{l}}\right)\right|^{2}=\frac{q_{x}}{q_{l} \nu_{\mathrm{B}}^{2}}\left|D I_{l}\right|^{2} \exp \left(K_{0 y} a / \pi \tau v_{\mathrm{B}}\right)$.
Note that the exponential term in Eq. (58) contains a dependence on the initial wave vector, $K_{0 y}$. This dependence is implicit in Eq. (44) through $\tau$ and $\widetilde{\omega}_{q}$, and arises from the symmetry breaking incorporation of damping into SE probability amplitude analysis. Since $K_{0 y} a / \pi$ is bounded within [ $-1,1$ ] in the Brillouin zone, and $2 \leq \tau v_{\mathrm{B}}<\infty$ is the physical range of values taken under circumstances of strong to weak scattering, respectively, a simple estimate shows that for $\tau v_{B}=2$, the exponential factor varies from approximately 0.61 at $K_{0 y}=-\pi / a$ to 1.65 at $K_{0 y}=\pi / a$, and for weak scattering, when $\tau v_{B}$ is very large, the exponential factor is approximately unity throughout the Brillouin zone. Therefore, in further discourse, the analysis is treated for the weak scattering case, and the exponential factor is replaced by unity so that Eq. (58) becomes
$\left|A_{q_{l}}^{0}\left(\mathbf{K}_{0}, \tau_{\mathrm{B}}, \tilde{\omega}_{q_{l}}\right)\right|^{2} \equiv\left|A_{q_{l}}\left(\tau_{\mathrm{B}}, \widetilde{\omega}_{q_{l}}\right)\right|^{2}=\frac{q_{x}}{q_{l} v_{\mathrm{B}}^{2}}\left|D I_{l}\right|^{2}$.
If one wanted to include this exponential factor for strong scattering analysis, then knowledge of the initial condition would be required; in lacking such knowledge, a suitable ensemble average would have to be taken over probable initial conditions to get a weighted average.

## C. Analysis of the total SE probability for specific energy miniband

The analysis for SE and radiation characteristics is now developed by considering a general form for the electron energy miniband dispersion relation given by Eq. (20). In particular, the well-known case of NNTB approximation corresponds with purely harmonic energy dispersion where only the single term $\left(l^{\prime}=1\right)$ is considered as significant, so that the next nearest neighbor and longer range QW wave function overlaps are assumed to be negligibly small. The electron group velocity in the general miniband of Eq. (20), for the given $K_{y}$ in the $y$ direction, is then given by $v_{y}\left(K_{y}\right)=\sum_{l^{\prime}=1}^{\infty} v_{l^{\prime}} \sin \left(l^{\prime} a K_{y}\right)$, where $v_{l^{\prime}}=l^{\prime} a \Delta_{l^{\prime}} / 2 \hbar$, the maximum velocity associated with the $l^{\prime}$-th miniband of band width, $\Delta_{l^{\prime}}$. Substituting the expression for $v_{y}\left(K_{y}\right)$ in Eq. (57), one can find the total SE probability from Eqs. (54) and (59) as

$$
\begin{align*}
& P_{e}^{s}=\frac{2 \alpha \varepsilon^{1 / 2} L_{x} v_{1}^{2} \omega_{c}}{\pi^{2} L_{y} c^{2} \omega_{\mathrm{B}}} I_{N}\left(\tau v_{\mathrm{B}}\right) \sinh ^{2}\left(1 / 2 \tau v_{\mathrm{B}}\right) \times \\
& \times \sum_{l=1}^{l_{\max }} \frac{\left|S_{l}\right|^{2}}{\left(q_{l} / q_{x}+1\right)^{1 / 2}}\left[\frac{1}{\Gamma_{q}^{2}+\left(q_{l} / q_{x}-1\right)^{2}}\right]^{1 / 4}, \tag{60}
\end{align*}
$$

where $v_{1}=a \Delta_{1} / 2 \hbar$ and

$$
\begin{equation*}
S_{l}=\sum_{l^{\prime}=1}^{\infty} \frac{v_{l^{\prime}}}{v_{1}}\left\{\frac{\cos \left[\pi\left(l^{\prime}+l\right)\right]}{i\left(l^{\prime}+l\right)+1 / 2 \pi \tau v_{\mathrm{B}}}+\frac{\cos \left[\pi\left(l^{\prime}-l\right)\right]}{i\left(l^{\prime}-l\right)-1 / 2 \pi \tau v_{\mathrm{B}}}\right\} . \tag{61}
\end{equation*}
$$

Here, summation is carried out over both the higher harmonics of Bloch frequency $(l)$ and higher harmonics of the general energy miniband ( $l^{\prime}$ ) from Eqs. (20) and (61).

Let us consider the case of a purely harmonic miniband $\left(l^{\prime}=1\right)$ described within the NNTB approximation; in this case, the probability amplitude in Eqs. (59) and (57) results in

$$
\begin{align*}
& \left|A_{q_{l}}\left(\tau_{\mathrm{B}}, \widetilde{\omega}_{q_{l}}\right)\right|^{2}= \\
& =4 \pi^{4}|D|^{2} \frac{\omega_{c} v_{1}^{2}}{\omega_{\mathrm{B}}^{3} l} \frac{\sinh ^{2}\left(1 / 2 \tau v_{\mathrm{B}}\right)}{\left(\pi l / \tau v_{\mathrm{B}}\right)^{2}+\left[\left(1 / 2 \tau v_{\mathrm{B}}\right)^{2}-\pi^{2}\left(l^{2}-1\right)\right]^{2}}, \tag{62}
\end{align*}
$$

where an account has been taken for the wave vector $q_{l}=q_{x} l \omega_{\mathrm{B}} / \omega_{c}$. In particular, if finite scattering is totally ignored ( $\tau v_{\mathrm{B}} \rightarrow \infty$ ), then from Eq. (57) $I_{l}=i\left(v_{1} / 2\right) \delta_{1 l}$, and therefore
$\left|A_{q_{l}}\left(\tau_{\mathrm{B}}, \widetilde{\omega}_{q_{l}}\right)\right|^{2} \equiv\left|A_{q_{l}}\left(\tau_{\mathrm{B}}\right)\right|^{2}=\pi^{2}|D|^{2}\left(\omega_{c} \nu_{1}^{2} / \omega_{\mathrm{B}}^{3}\right) \delta_{1 l}$.
Thus, it is concluded that for the electron dynamics in a purely harmonic miniband when only the single Fourier component of the electron velocity $v_{y}\left(\vartheta_{k}\right)$ with $l^{\prime}=1$ is nonzero, and in the absence of scattering, all probability amplitudes $\left|A_{q_{l}}\left(\tau_{\mathrm{B}}\right)\right|^{2}$ are zero, except the one corresponding to $l=1$. In accordance with the selection rule of Eq. (51), this frequency harmonic corresponds to the fundamental Bloch frequency alone. It is interesting to note that with finite values of scattering time, the generation of higher Bloch harmonics becomes possible even in a pure harmonic miniband. From Eqs. (54) and (62), the total SE probability becomes
$P_{e}^{s}=8 \pi^{2} \alpha I_{N}\left(\tau v_{\mathrm{B}}\right) \varepsilon^{1 / 2} \frac{L_{x}}{L_{y}} \frac{v_{1}^{2}}{c^{2}} \frac{\omega_{c}}{\omega_{\mathrm{B}}} \times$

$$
\times \sum_{l=1}^{l_{\max }} \frac{\sinh ^{2}\left(1 / 2 \tau v_{\mathrm{B}}\right)}{\left(q_{l} / q_{x}+1\right)^{1 / 2}\left\{\left(\pi l / \tau v_{\mathrm{B}}\right)^{2}+\left[\left(1 / 2 \tau v_{\mathrm{B}}\right)^{2}-\pi^{2}\left(l^{2}-1\right)\right]^{2}\right\}} \times
$$

$$
\begin{equation*}
\times\left[\frac{1}{\Gamma_{q}^{2}+\left(q_{l} / q_{x}-1\right)^{2}}\right]^{1 / 4} \tag{63}
\end{equation*}
$$

It is seen from Eq. (63) that with increasing $\tau$, the effect of higher Bloch harmonics generation becomes reduced, and for $\tau \rightarrow \infty$ it completely disappears. In tracking the contribution from higher harmonics of Bloch frequency in the total SE probability, note once again that the NNTB approximation in Eq. (20) is obtained by letting $\Delta_{l^{\prime}}=\Delta_{1} \delta_{1 l^{\prime}}$ so that $v_{l^{\prime}}=v_{1} \delta_{1 l^{\prime}}$. Occurrence of the Kronecker symbol, $\delta_{1 l^{\prime}}$, allows for the contribution of the $l^{\prime}=1$ term only, whereas all other terms are equal to zero, thereby limiting, within the NNTB approximation and without scattering, generation to the fundamental Bloch harmonic. In this problem, the genesis of harmonics arises from the basic structure of the probability amplitude in Eqs. (42), (43); these equations have a direct dynamical dependence on the Bloch electron velocity and the SL miniband energy, both of which contain a broad harmonic dependence due to band periodicity. However, as noted from Eqs. (60) and (61), in the relaxation-time approximation, finite scattering plays a role, but as $\tau \rightarrow \infty$, only the pure harmonic survives.

## D. Total SE power estimate

Spontaneous emission is considered for photon energy $\hbar \omega_{q}=\hbar \omega_{\mathrm{B}}$ corresponding to the fundamental Bloch
harmonic frequency. It follows from Eq. (63) that the SE probability for $l=1$ is given by

$$
\begin{align*}
& P_{e}^{s}(l=1, \tau)=8 \pi^{2} \alpha I_{N}\left(\tau v_{\mathrm{B}}\right) \varepsilon^{1 / 2} \frac{L_{x}}{L_{y}} \frac{v_{1}^{2}}{c^{2}} \frac{\omega_{c}}{\omega_{\mathrm{B}}} \times \\
& \times \frac{\sinh ^{2}\left(1 / 2 \tau v_{\mathrm{B}}\right)}{\left(q / q_{x}+1\right)^{1 / 2}\left[\left(\pi / \tau v_{\mathrm{B}}\right)^{2}+\left(1 / 2 \tau v_{\mathrm{B}}\right)^{4}\right]} \times  \tag{64}\\
& \times\left[\frac{1}{\Gamma_{q}^{2}+\left(q / q_{x}-1\right)^{2}}\right]^{1 / 4} .
\end{align*}
$$

In the absence of scattering, Eq. (64) is evaluated in the limit $\tau v_{B} \rightarrow \infty$ to get

$$
P_{e}^{s}\left(l=1, \tau v_{\mathrm{B}} \rightarrow \infty\right)=2 \alpha N \varepsilon^{1 / 2} \frac{L_{x}}{L_{y}} \frac{v_{1}^{2}}{c^{2}} \frac{\omega_{c}}{\omega_{\mathrm{B}}\left(\omega_{\mathrm{B}} / \omega_{c}+1\right)^{1 / 2}} \times
$$

$$
\begin{equation*}
\times\left[\frac{1}{\Gamma_{q}^{2}+\left(\omega_{\mathrm{B}} / \omega_{c}-1\right)^{2}}\right]^{1 / 4} \tag{65}
\end{equation*}
$$

indeed, for the limit of $\tau \nu_{B} \rightarrow \infty$, the integral in Eq. (55) behaves as a linear function of $N$, that is,

$$
I_{N}\left(\tau v_{\mathrm{B}} \rightarrow \infty\right) \rightarrow(2 / \pi) \int_{0}^{\pi / 2} \frac{\sin ^{2}(N x)}{\sin ^{2}(x)} d x=N
$$

so that Eq. (64) goes over to Eq. (65). For finite values of $\tau$, the linear dependence of $P_{e}^{s}(N)$ is replaced by the general factor $I_{N}\left(\tau \nu_{\mathrm{B}}\right)$, which is a slower than linear, but an increasing function of $N$. To compare the probabilities for SE with and without scattering, we obtain the ratio
$P_{r} \equiv \frac{P_{e}^{s}(l=1, \tau)}{P_{e}^{s}\left(l=1, \tau v_{\mathrm{B}} \rightarrow \infty\right)}=$
$=\frac{1}{N} I_{N}\left(\tau v_{\mathrm{B}}\right) \frac{\sinh ^{2}\left(1 / 2 \tau v_{\mathrm{B}}\right)}{\left(1 / 2 \tau v_{\mathrm{B}}\right)^{2}\left[1+\left(1 / 4 \pi \tau v_{\mathrm{B}}\right)^{2}\right]}$.
In particular, for frequencies close to the peak of the density of states ( $\omega_{\mathrm{B}} \cong \omega_{c}$ ), we get from Eq. (65) in the absence of scattering
$P_{e}^{s}\left(l=1, \tau \nu_{\mathrm{B}} \rightarrow \infty, \omega_{\mathrm{B}}=\omega_{c}\right)=\frac{3}{\pi}(\varepsilon Q)^{1 / 2} P_{f s}$,
where $P_{f s}=(2 \pi / 3) \alpha N v_{1}^{2} / c^{2}$ is the probability of SE into free space. Hence, the enhancement of SE probability into the microcavity waveguide relative to SE into free space, $\quad P_{c}\left(\tau \nu_{\mathrm{B}} \rightarrow \infty\right) \equiv P_{e}^{s}\left(l=1, \tau \nu_{\mathrm{B}} \rightarrow \infty, \omega_{\mathrm{B}}=\omega_{c}\right) / P_{f s}$ is determined by
$P_{c}\left(\tau \nu_{\mathrm{B}} \rightarrow \infty\right)=\frac{3}{\pi}(\varepsilon Q)^{1 / 2}$,
i.e., the Purcell factor proportional to $Q^{1 / 2}$. Similarly, for a finite $\tau$, it follows from Eq. (64) that


Fig. 2. Relative SE probability $P_{r}$ [Eq. (66)] as a function of $N$ at fundamental Bloch frequency for different values of $\tau \nu_{B}$.

$$
\begin{align*}
& P_{e}^{s}\left(l=1, \tau, \omega_{\mathrm{B}}=\omega_{c}\right)=  \tag{69}\\
& =P_{f s} P_{c}\left(\tau v_{\mathrm{B}} \rightarrow \infty\right) P_{r}=P_{c}(\tau) P_{f s},
\end{align*}
$$

where the relative probability $P_{c}(\tau) \equiv P_{e}^{s}\left(l=1, \tau, \omega_{\mathrm{B}}=\omega_{c}\right) / P_{f s} \quad$ is given by $P_{c}(\tau)=P_{c}\left(\tau \mathrm{v}_{\mathrm{B}} \rightarrow \infty\right) P_{r}$. The latter clearly reflects both the effects of the microcavity waveguide $\left[P_{c}\left(\tau \nu_{\mathrm{B}} \rightarrow \infty\right)\right]$ and the electron scattering $\left(P_{r}\right)$. Depending on the operational parameters $Q$ and $\tau v_{\mathrm{B}}$, either factor in Eq. (69) can dominate in which case inhibition [ $\left.P_{c}(\tau)<1\right]$ or enhancement $\left[P_{c}(\tau)>1\right]$ can take place. Then, assuming the enhancement of the total probability in Eq. (69) $P_{c}(\tau)>1$, we get the criterion on the quality factor $Q>Q_{0}\left(\tau \nu_{\mathrm{B}}\right)$, where $Q_{0}\left(\tau \nu_{\mathrm{B}}\right)=(\pi / 3)^{2} / \varepsilon P_{r}^{2}$ is determined from the equation $P_{c}(\tau)=1$. Combining both criteria [see discussion above Eq. (54)], we get the region for $Q$ values which is determined as follows $Q_{0}\left(\tau \nu_{\mathrm{B}}\right)<Q \ll Q_{N}$.

The relative SE probability, $P_{r}$, calculated as a function of $N$ at different values of the dephasing parameter $\tau \nu_{B}$, is shown in Fig. 2; within the relaxation-time approximation, it is seen that the effect of dephasing on the relative total SE probability becomes more prominent with decreased $\tau v_{\mathrm{B}}$. As a numerical estimate, assume that $\tau \mathrm{v}_{\mathrm{B}}=10$ and $N=10$, which corresponds to the aspect ratio of $\tau v_{\mathrm{B}} / N=1$. Then in using the data of Fig. 2 with the curve indicated by $\tau v_{\mathrm{B}}=10$, one obtains $P_{r} \cong 0.39$ for $N=10$; then it follows that the total SE probability and the generated output power of SE is appreciably damped by a factor of 2.6 due to dephasing effects as compared with that in the absence of scattering. To obtain a specific value for
power output, use is made of the conditions for a GaAsbased $\operatorname{SL} \quad(\varepsilon=12.2)$ with the miniband width $\Delta=36 \mathrm{meV}$, the SL period $a=10 \mathrm{~nm}$, the vertical dimension $14 \mu \mathrm{~m}$, and the lateral cross section $28 \times 1000 \mu \mathrm{~m}^{2}$ embedded into a rectangular waveguide. For the estimate, the electron density is taken to be $5 \cdot 10^{16} \mathrm{~cm}^{-3}$, which provides the total number of electrons $n=2 \times 10^{10}$ in the active region of SL. The Bloch frequency $v_{\mathrm{B}}\left(\cong \mathrm{v}_{c}\right)=1.5 \mathrm{THz}$ corresponds to $\hbar \omega_{\mathrm{B}} \cong 6 \mathrm{meV}$ and the electric field $E=\hbar \omega_{\mathrm{B}} / e a=6 \mathrm{kV} / \mathrm{cm}$, which requires the external bias of 8.4 V . The SE power generated into free space is estimated to be $W_{f s}=\left(\hbar \omega_{\mathrm{B}} n / N \tau_{\mathrm{B}}\right) P_{f s} \cong 0.36 \mu \mathrm{~W}$. The Purcell factor is estimated as $P_{c}\left(\tau \nu_{\mathrm{B}} \rightarrow \infty\right) \cong 10$ for $Q=9\left(Q_{0} \cong 0.6, Q_{N} \cong 69\right)$; then we get $P_{c}(\tau) \cong 3.9$. This results in the estimate of the damped SE power generated into the microcavity environment under the dephasing effects $W_{\tau} \cong 1.4 \mu \mathrm{~W}$. The estimates show that the SE power of about $1 \mu \mathrm{~W}$ is achievable for the microcavity quality factor in the range of $4-5$; this shows the degradation effects from SLIR can be more than compensated for by the enhancements derived from mircocavity-based confinement tuning.

## 5. Localized interface roughness model

In proceeding beyond the relaxation-time approximation, consideration is now given to the more general result of Eqs. (36) and (37) where the interface roughness model is explored, that is, the lattice comb of localized planar interface inhomogeneities with randomly distributed planar interface roughness defined by an ensemble averaged autocorrelation function (9) and (10). Clearly the results of evaluating Eqs. (36) and (37) explicitly will differ from the constant relaxation-time approximation in that both $\Delta \omega\left(\mathbf{K}_{0}\right)$ and $\Gamma\left(\mathbf{K}_{0}\right)$ are non-trivial functions of wave vector $\mathbf{K}_{0}$. As such, it has been explicitly shown in Sec. III that the matrix elements for this lattice comb are given in Eqs. (8) and (27) from which one can arrive at

$$
\begin{equation*}
\left.\left.\langle | V_{\mathbf{K K}}{ }^{\prime}\right|^{2}\right\rangle=\frac{1}{N_{0}^{2}} \sum_{\mathbf{l}, \mathbf{I}^{\prime}}\left\langle v(\mathbf{l}) v^{*}\left(\mathbf{l}^{\prime}\right)\right\rangle e^{i\left(\mathbf{K}-\mathbf{K}^{\prime}\right) \cdot\left(\mathbf{l}-\mathbf{I}^{\prime}\right)} . \tag{70}
\end{equation*}
$$

This ensemble average matrix element can be reexpressed by opening the sums over $\mathbf{l}$ and $\mathbf{I}^{\prime}$ in terms of $y$ and perpendicular components so that Eq. (70) becomes

$$
\begin{align*}
& \left.\left.\langle | V_{\mathbf{K K}}{ }^{\prime}\right|^{2}\right\rangle=\frac{1}{N_{y}^{2}} \sum_{l_{y}, l_{y}^{\prime}} \frac{1}{N_{\perp}^{2}} \times  \tag{71}\\
& \times \sum_{\mathbf{l}_{\perp}, \mathbf{l}_{\perp}^{\prime}}\left\langle v\left(l_{y}, \mathbf{l}_{\perp}\right) v^{*}\left(l_{y}^{\prime}, \mathbf{l}_{\perp}^{\prime}\right)\right\rangle e^{i\left(\mathbf{K}-\mathbf{K}^{\prime}\right) \cdot\left[\left(l_{y}-l_{y}^{\prime}\right) \hat{\mathbf{j}}+\left(\mathbf{l}_{\perp}-\mathbf{l}_{\perp}^{\prime}\right)\right]} .
\end{align*}
$$

for each of the sums. Here, $G_{i}=2 \pi / a_{i}$ is the $i$-th component of the reciprocal lattice vector and $\kappa_{i}$ is the $i$-th component of $\left(\mathbf{K}_{\perp}-\mathbf{K}_{\perp}^{\prime}\right)$. For lattices with $a_{i} \cong 5.7 \AA, \quad G_{i} \cong 1.1 \times 10^{10} \mathrm{~m}^{-1}$ which is much larger than any scattering component, $\kappa_{i}$, in the perpendicular direction; thus $G_{i} /\left|\kappa_{i}\right| \gg 1$ and the only significant term contributing to the sum of exponential terms in Eq. (75) corresponds to the term when $m=0$. Thus, $S_{i}=N_{i} \Lambda_{y} \frac{\sqrt{\pi}}{a_{i}} \exp \left(-\kappa_{i}^{2} \Lambda_{y}^{2} / 4\right)$ and the double sum in Eq. (74) can be expressed as
$I \equiv \frac{1}{N_{\perp}^{2}} \sum_{\mathbf{I}_{\perp}, \mathbf{l}_{\perp}^{\prime}} e^{-\left(\mathbf{l}_{\perp}-\mathbf{l}_{\perp}^{\prime}\right)^{2} / \Lambda_{y}^{2}} e^{i\left(\mathbf{K}_{\perp}-\mathbf{K}_{\perp}^{\prime}\right) \cdot\left(\mathbf{1}_{\perp}-\mathbf{l}_{\perp}^{\prime}\right)}=\pi \frac{\Lambda_{y}^{2}}{S_{\perp}} e^{-\mathrm{K}^{2} \Lambda_{y}^{2} / 4} ;$
here, $\kappa=\left|\mathbf{K}_{\perp}-\mathbf{K}_{\perp}^{\prime}\right|, S_{\perp}=N_{\perp} a_{x} a_{z}$, and $N_{\perp}=N_{x} N_{z}$. Therefore, Eq. (74) becomes

$$
\begin{equation*}
\left.\left.\left.\langle | V_{\mathbf{K K}^{\prime}}\right|^{2}\right\rangle_{p}=\left.\frac{\pi}{N_{y}^{2} S_{\perp}} \sum_{l_{y}}\langle | v\left(l_{y}\right)\right|^{2}\right\rangle \Lambda_{y}^{2} e^{-\kappa^{2} \Lambda_{y}^{2} / 4} \tag{77}
\end{equation*}
$$

summed over the $\mathbf{y}$ direction of the SL layers. Therefore, at each SL layer, the ensemble averaged matrix elements depend only on the perpendicular components of $\mathbf{K}$ and $\mathbf{K}^{\prime}$. In addition, $\overline{\varepsilon_{n_{0}}(\mathbf{K})}-\overline{\varepsilon_{n_{0}}\left(\mathbf{K}^{\prime}\right)} \quad$ from Eq. (12) becomes $\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}\right)-\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}^{\prime}\right)$, which depends only on the perpendicular component of wave vector in the Brillouin zone. Therefore, $\Delta \omega\left(\mathbf{K}_{0}\right)$ and $\Gamma\left(\mathbf{K}_{0}\right)$ can be rewritten in terms of the perpendicular contributions as $\Delta \omega\left(\mathbf{K}_{0 \perp}\right)$ and $\Gamma\left(\mathbf{K}_{0 \perp}\right)$.

Analysis of the type of matrix elements reflected in Eq. (77) have been reported for a model square-well SL [30]. For the simple model case considered in this work, $\left|v\left(l_{y}\right)\right|^{2}$ is essentially constant at all interface sites, so that the ensemble averaged matrix elements from Eq. (77) can be simplified as $\left.\left.\langle | V_{\mathbf{K K}}{ }^{\prime}\right|^{2}\right\rangle_{p}=\left(\pi \Lambda^{2} / N_{y} S_{\perp}\right) v^{2} \exp \left(-\kappa^{2} \Lambda^{2} / 4\right)$, with the measure of interface roughness at each interface site reduced to the statistical parameters $\left.\left.\langle | v\left(l_{y}\right)\right|^{2}\right\rangle=v^{2}$ and $\Lambda_{y}=\Lambda$. In this case, Eqs. (36) and (37) become
$\Delta \omega_{p}\left(\mathbf{K}_{0 \perp}\right)=\frac{\pi a \Lambda^{2} v^{2}}{\hbar \Omega} \sum_{m=-\infty}^{\infty} R_{m} \times$
$\times \sum_{\mathbf{K}_{\perp}^{\prime} \neq \mathbf{K}_{0 \perp}} \frac{e^{-\Lambda^{2}\left(\mathbf{K}_{0 \perp}-\mathbf{K}_{\perp}^{\prime}\right)^{2} / 4}}{\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{0 \perp}\right)-\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}^{\prime}\right)-m \hbar \omega_{\mathrm{B}}}$
and
$\Gamma_{p}\left(\mathbf{K}_{0 \perp}\right)=\frac{2 \pi^{2} a \Lambda^{2} v^{2}}{\hbar \Omega} \sum_{m=-\infty}^{\infty} R_{m} \sum_{\mathbf{K}_{\perp}^{\prime} \neq \mathbf{K}_{0 \perp}} e^{-\Lambda^{2}\left(\mathbf{K}_{0 \perp}-\mathbf{K}_{\perp}^{\prime}\right)^{2} / 4} \times$
$\times \delta\left[\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{0 \perp}\right)-\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}^{\prime}\right)-m \hbar \omega_{\mathrm{B}}\right]$,
where $\Omega=a N_{y} S_{\perp}$ and $\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}\right)$ comes from Eq. (21) and depends on the specific perpendicular component of the band structure for the material under study.

As a model calculation of $\Gamma_{p}$ in Eq. (79), it is assumed that $\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}\right)$ is given by Eq. (21), and, for simplicity, it is also assumed that $\varepsilon_{\perp}\left(\mathbf{K}_{\perp}\right)=\hbar^{2} K_{\perp}^{2} / 2 m_{\perp}$. The delta function in Eq. (79) can be expressed as
$\delta\left[\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{0 \perp}\right)-\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}^{\prime}\right)-m \hbar \omega_{\mathrm{B}}\right]=$
$=\frac{2 m_{\perp}}{\hbar^{2}} \delta\left(K_{\perp}^{\prime 2}-K_{0 \perp}^{2}+\frac{2 m_{\perp}}{\hbar^{2}} m \hbar \omega_{\mathrm{B}}\right)$
and $\sum_{\mathbf{K}_{\perp}}=\frac{S_{\perp}}{(2 \pi)^{2}} \int d \mathbf{K}_{\perp}$. Using the property of the delta function, the sum over $\mathbf{K}_{\perp}^{\prime}$ alone, namely,
$I_{\Gamma}\left(\mathbf{K}_{0 \perp}\right)=\sum_{\mathbf{K}_{\perp}^{\prime} \neq \mathbf{K}_{0 \perp}} e^{-\Lambda^{2}\left(\mathbf{K}_{0 \perp}-\mathbf{K}_{\perp}^{\prime}\right)^{2} / 4} \times$
$\times \delta\left[\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{0 \perp}\right)-\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}^{\prime}\right)-m \hbar \omega_{\mathrm{B}}\right]$
can be expressed as
$I_{\Gamma}\left(K_{0 \perp}\right)=\frac{S_{\perp} m_{\perp}}{2 \pi \hbar^{2}} I_{0}\left(\beta_{m}\right) e^{-\Lambda^{2}\left(K_{0 \perp}^{2}-\frac{m_{\perp}}{\hbar^{2}} m \hbar \omega_{\mathrm{B}}\right) / 2}$,
where $I_{n}\left(\beta_{m}\right)$ is the modified Bessel function of the first kind of integral order $n, I_{n}(x)=J_{n}(i x)$, and
$\beta_{m}=\frac{\Lambda^{2}}{2} K_{0 \perp}\left(K_{0 \perp}^{2}-\frac{2 m_{\perp}}{\hbar^{2}} m \hbar \omega_{\mathrm{B}}\right)^{1 / 2}$.
The expression for $I_{\Gamma}\left(K_{0 \perp}\right)$ of Eq. (81) can now be inserted into Eq. (79) and summed over $m$ under the restriction on $m$ imposed by the delta function condition, namely that

$$
\frac{\hbar^{2}}{2 m_{\perp}}\left(K_{\perp}^{\prime 2}-K_{0 \perp}^{2}\right)+m \hbar \omega_{\mathrm{B}}=0 .
$$

Since
$\frac{\hbar^{2}}{2 m_{\perp}} K_{\perp}^{\prime 2}=\frac{\hbar^{2}}{2 m_{\perp}} K_{0 \perp}^{2}-m \hbar \omega_{\mathrm{B}} \geq 0$,
it follows that $m \leq m_{u} \equiv\left[\hbar K_{0 \perp}^{2} / 2 m_{\perp} \omega_{\mathrm{B}}\right]$. Here, $m_{u}$ imposes an upper limit on the possible values of $m$ in the set $\{-\infty, \infty\}$, and $[x]$ is the greatest integer function of $x$. In addition, $m=0$ must be excluded from the sum over $m$, for then, the term $K_{\perp}^{\prime}=K_{0 \perp}$ would necessarily
be dropped from the sum over $\mathbf{K}_{\perp}^{\prime}$ in Eq. (79) as required. Thus, $\Gamma_{p}\left(\mathbf{K}_{0 \perp}\right)=\Gamma_{p}\left(K_{0 \perp}\right)$ in Eq. (79) can be expressed as
$\Gamma_{p}\left(K_{0 \perp}\right)=\Gamma_{0} \sum_{m=-\infty}^{m_{u}} \sigma_{m} I_{0}\left(\beta_{m}\right) e^{\left(m \hbar \omega_{\mathrm{B}}-\hbar^{2} K_{0 \perp}^{2} / m_{\perp}\right) / \varepsilon_{\lambda}}$,
where $m \neq 0$ is imposed in the sum over $m$. $\Gamma_{0}=2 \pi v^{2} / \hbar \varepsilon_{\lambda}, \quad \varepsilon_{\lambda}=\hbar^{2}(\Lambda / 2)^{-2} / 2 m_{\perp}$ is the size quantization energy associated with the length $\Lambda / 2$, and

$$
\begin{equation*}
\sigma_{m}(\xi)=\frac{1}{N_{y}} R_{m}(\xi)=\sum_{m^{\prime}=-\infty}^{\infty} J_{m^{\prime}}^{2}(\xi) J_{m^{\prime}+m}^{2}(\xi) \tag{83}
\end{equation*}
$$

In Eq. (83), note that $\sigma_{-m}(\xi)=\sigma_{m}(\xi)$ and $R_{m}(\xi)$ is defined in Eq. (33). A graphic analysis of $\sigma_{m}(\xi)$ is depicted in Fig. 3; a plot of $\sigma_{m}(\xi)$ versus $\xi$ in the interval $1 \leq \xi \leq 5$ for $m$ values $1,2,3$ shows a peaked and decreasing oscillatory behavior, which is a general trend inherent in this quantity.

For the special case where $K_{0 \perp}=0$, then $m_{u}=0$, $\beta_{m}=0$, and $I_{0}(0)=1$; thus, Eq. (82) reduces to $\Gamma_{p}(0)=\Gamma_{0} \sum_{m=1}^{\infty} \sigma_{m}(\xi) e^{m \hbar \omega_{\mathrm{B}} / \varepsilon_{\lambda}}$. For convenience in further numerically analyzing $\Gamma_{p}(0)$, it is scaled in terms of two variables $\zeta=\Delta / \varepsilon_{\lambda}$ and $\xi=\Delta / 2 \hbar \omega_{\mathrm{B}}$, where $\Delta \equiv \Delta_{1}$ is the miniband width. As such, it is re-expressed as

$$
\begin{equation*}
\frac{\Gamma_{p}(0)}{\Gamma_{0}^{\prime}}=\zeta \sum_{m=1}^{\infty} \sigma_{m}(\xi) e^{-m x / 2 \xi} \tag{84}
\end{equation*}
$$



Fig. 3. The dependences of $\sigma_{m}(\xi)$ [Eq. (83)] as a function of $\xi=\Delta / 2 \hbar \omega_{\mathrm{B}}$ for the first three values of $m$ in Eq. (84): $m=1$ (curve 1 ), $m=2$ (2), and $m=3$ (3).
where $1 / \Gamma_{0}^{\prime}=\tau_{0} \equiv \hbar \Delta / 2 \pi v^{2}$. The relaxation rate $\Gamma_{p}(0)=\Gamma_{p}(\zeta, \xi=$ const $)$ as a function of $\zeta$ has a maximum, $\Gamma_{\max }$, at $\zeta=\zeta_{\max }$, which can be found from the equation $\frac{d}{d \zeta} \Gamma_{p}(\zeta)=0$. An approximate analytic solution is easily obtained, if we keep only one term in the sum over $m(m=1)$; then $\zeta_{\max }=2 \xi$ and $\Gamma_{\max }=(2 / e) \Gamma_{0}^{\prime} \xi \sigma_{1}(\xi)$. The dependences of $\Gamma_{p}(\zeta) / \Gamma_{0}^{\prime}$, calculated for different values of $\xi$, and $\Gamma_{p}(\xi) / \Gamma_{0}^{\prime}$, calculated for different values of $\zeta$, are plotted in Figs 4 and 5 , respectively. If using numerical parameters from Sec. 4 D , that is $\hbar \omega_{\mathrm{B}}=6 \mathrm{meV}$ and $\Delta=36 \mathrm{meV}(\xi=3)$, we can make an estimate of the relaxation time $\tau=2 / \Gamma$. In particular, we find $\Gamma\left(\zeta_{\max }\right) / \Gamma_{0}^{\prime} \cong 0.36$ at the maximum point $\zeta_{\text {max }} \cong 4.2$ (Fig. 4, curve 3); thus we obtain the correlation length $\Lambda=\hbar\left(2 \zeta_{\text {max }} / m_{\perp} \Delta\right)^{1 / 2} \cong 16 \mathrm{~nm}$ and the relaxation time $\tau \cong 5.5 \tau_{0}$. Fig. 6 displays the parameter $\tau_{0}$ versus $v$. If we take $v=1.4 \mathrm{meV}$, then we get an estimate $\tau_{0} \cong 1.8 \mathrm{ps}$ which gives the relaxation time $\tau \cong 10 \mathrm{ps}$.

In evaluating $\Delta \omega_{p}\left(\mathbf{K}_{0 \perp}\right)$ expressed in Eq. (78), one proceeds in a similar fashion as done in Eqs. (80) and (81); the sum over $\mathbf{K}_{\perp}^{\prime}$ in Eq. (78) is evaluated with care taken of the principal value $\left(\mathbf{K}_{\perp}^{\prime} \neq \mathbf{K}_{0 \perp}\right)$ and attention is given to lower limit of $\mathbf{K}_{\perp}^{\prime}$ determined by $\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}\right)=\varepsilon_{c}+\varepsilon_{\perp}\left(\mathbf{K}_{\perp}\right) \quad[$ see $\quad$ Eq. (21)], where $\varepsilon_{c}=\varepsilon_{n_{0}}(0)+\Delta / 2$ is the bottom of the band. The sum over $\mathbf{K}_{\perp}^{\prime}$ alone in Eq. (78), namely,

$$
\begin{equation*}
I_{\Delta \omega}\left(\mathbf{K}_{0 \perp}\right)=\sum_{\mathbf{K}_{\perp}^{\prime} \neq \mathbf{K}_{0 \perp}} \frac{e^{-\Lambda^{2}\left(\mathbf{K}_{0 \perp}-\mathbf{K}_{\perp}^{\prime}\right)^{2} / 4}}{\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{0 \perp}\right)-\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}^{\prime}\right)-m \hbar \omega_{\mathrm{B}}} \tag{85}
\end{equation*}
$$

can be expressed as
$I_{\Delta \omega}\left(K_{0 \perp}\right)=-\frac{S_{\perp} m_{\perp}}{2 \pi \hbar^{2}} e^{-\left[\bar{\varepsilon}_{n_{0}}\left(K_{0 \perp}\right)-\varepsilon_{c}\right] / \varepsilon_{\lambda}} I_{\Delta \omega}^{(m)} ;$
here
$I_{\Delta \omega}^{(m)}=\int_{x_{c}}^{\infty} e^{-x} I_{0}[\mu(x)] \frac{d x}{x+x_{m}}$,
$x=\bar{\varepsilon}_{n_{0}}\left(K_{\perp}\right) / \varepsilon_{\lambda}, \quad x_{c}=\varepsilon_{c} / \varepsilon_{\lambda}, \quad x_{m}=\left[m \hbar \omega_{\mathrm{B}}-\bar{\varepsilon}_{n_{0}}\left(K_{0 \perp}\right)\right] / \varepsilon_{\lambda}$, and $\mu(x)=2\left(x-x_{c}\right)^{1 / 2} \varepsilon_{\perp}^{1 / 2}\left(K_{0 \perp}\right) / \varepsilon_{\lambda}^{1 / 2}$. Thus Eq. (78) reduces to
$\Delta \omega_{p}\left(K_{0 \perp}\right)=-\frac{1}{2 \pi} \Gamma_{0} e^{-\left[\bar{\varepsilon}_{n_{0}}\left(K_{0 \perp}\right)-\varepsilon_{c}\right] / \varepsilon_{\lambda}} \sum_{m=-\infty}^{\infty} \sigma_{m} I_{\Delta \omega}^{(m)}$.

## B. Roughness effects from cross-correlated neighboring planar interfaces

The planar contribution to the matrix elements, $\left.\left.\langle | V_{\mathbf{K K}}\right|^{2}\right\rangle_{p}$, has already been established in Sec. A, along with its contribution to $\Gamma$ in Eq. (84) and $\Delta \omega$ in Eq. (88). The evaluation of $\left.\left.\langle | V_{\mathbf{K K}}{ }^{\prime}\right|^{2}\right\rangle_{c p}$ in Eq. (73), and, therefore, its contribution to $\Gamma$, is strongly dependent on the cross-autocorrelation function given by $\left\langle v\left(l_{y}, \mathbf{l}_{\perp}\right) v^{*}\left(l_{y}^{\prime}, \mathbf{l}_{\perp}^{\prime}\right)\right\rangle$. There is a great discussion of interface roughness models for autocorrelation functions in multilayer systems [20, 40, 41], especially with regard to analysis of X-ray scattering [40]. Here, we make use of an approach motivated by X-ray scattering analysis which considers the cross-correlation function to be approximated as
$\left\langle v\left(l_{y}, \mathbf{I}_{\perp}\right) v^{*}\left(l_{y}^{\prime}, \mathbf{I}_{\perp}^{\prime}\right)\right\rangle \cong\left[\left\langle v\left(l_{y}, \mathbf{l}_{\perp}\right) \times\right.\right.$
$\left.\left.\times v^{*}\left(l_{y}, \mathbf{l}_{\perp}^{\prime}\right)\right\rangle\left\langle v\left(l_{y}^{\prime}, \mathbf{l}_{\perp}\right) v^{*}\left(l_{y}^{\prime}, \mathbf{l}_{\perp}^{\prime}\right)\right\rangle\right]^{1 / 2} e^{-d_{y y^{\prime}} / \delta_{y y^{\prime}}}$,
where $\left\langle v\left(l_{y}, \mathbf{l}_{\perp}\right) v^{*}\left(l_{y}, \mathbf{I}_{\perp}^{\prime}\right)\right\rangle$ and $\left\langle v\left(l_{y}^{\prime}, \mathbf{l}_{\perp}\right) v^{*}\left(l_{y}^{\prime}, \mathbf{l}_{\perp}^{\prime}\right)\right\rangle$ are given by Eq. (9) for both $l_{y}$ and $l_{y}^{\prime}$; also $d_{y y^{\prime}}$ is the thickness of layer $y-y^{\prime}$, and $\delta_{y y^{\prime}}$ is the crosscorrelation length for layer $y-y^{\prime}$.

Thus, putting the cross-correlation term of Eq. (89) into $\left.\left.\langle | V_{\mathbf{K K}}{ }^{\prime}\right|^{2}\right\rangle_{c p}$ of Eq. (73), and summing over $\sum_{\mathbf{l}_{\perp}, \mathbf{l}_{\perp}^{\prime}}$ as in Eq. (76), we obtain

$$
\begin{align*}
& \left.\left.\langle | V_{\mathbf{K K}}{ }^{\prime}\right|^{2}\right\rangle_{c p}=\frac{\pi}{N_{y}^{2} S_{\perp}} \times \\
& \times \sum_{l_{y} \neq l_{y}^{\prime}, l_{y}^{\prime}} A_{y, y^{\prime}} L_{y, y^{\prime}}^{2} e^{-\kappa^{2} L_{y, y^{\prime}}^{2} / 4} e^{i\left(K_{y}-K_{y}^{\prime}\right)\left(l_{y}-l_{y}^{\prime}\right)}, \tag{90}
\end{align*}
$$

where $\quad A_{y, y^{\prime}}=\langle | v\left(l_{y}\right)| \rangle\langle | v\left(l_{y}^{\prime}\right)| \rangle \exp \left(-d_{y y^{\prime}} / \delta_{y y^{\prime}}\right)$, $L_{y, y^{\prime}}^{-2}=(1 / 2)\left(\Lambda_{y}^{-2}+\Lambda_{y^{\prime}}^{-2}\right)$, and $l_{y}=a \ell_{y}$ with $\ell_{y}$ an integer. Then, in placing $\left.\left.\langle | V_{\mathbf{K}_{0} \mathbf{K}^{\prime}}\right|^{2}\right\rangle_{c p}$ into Eqs. (36) and (37) and performing the separate sum over $K_{y}^{\prime}$ from $\sum_{\mathbf{K}^{\prime} \neq \mathbf{K}_{0}}=\sum_{K_{y}^{\prime} \neq K_{0 y}} \sum_{\mathbf{K}_{\perp}^{\prime} \neq \mathbf{K}_{0 \perp}}$, we obtain the additions
to $\Gamma$ and $\Delta \omega$ for cross-correlation contributions as

$$
\begin{align*}
& \Gamma_{c p}\left(\mathbf{K}_{0}\right)=\frac{2 \pi}{\hbar} \sum_{l_{y} \not l_{y}^{\prime}, l_{y}^{\prime}} A_{y, y^{\prime}} \sum_{m=-\infty}^{\infty} \widetilde{R}_{m, y-y^{\prime}} \times \\
& \times \sum_{\mathbf{K}_{\perp}^{\prime} \neq \mathbf{K}_{0 \perp}}\left|\widetilde{V}_{\mathbf{K}_{0}} \mathbf{K}^{\prime}\right|_{c p}^{2} \delta\left[\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{0 \perp}\right)-\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}^{\prime}\right)-m \hbar \omega_{\mathrm{B}}\right] \tag{91}
\end{align*}
$$

$$
\begin{align*}
& \Delta \omega_{c p}\left(\mathbf{K}_{0}\right)=\frac{1}{\hbar} \sum_{l_{y} \neq l_{y}^{\prime}, l_{y}^{\prime}} A_{y, y^{\prime}} \sum_{m=-\infty}^{\infty} \widetilde{R}_{m, y-y^{\prime}} \times \\
& \times \sum_{\mathbf{K}_{\perp}^{\prime} \neq \mathbf{K}_{0 \perp}} \frac{\left|\widetilde{V}_{\mathbf{K}_{0} \mathbf{K}^{\prime}}\right|_{c p}^{2}}{\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{0 \perp}\right)-\bar{\varepsilon}_{n_{0}}\left(\mathbf{K}_{\perp}^{\prime}\right)-m \hbar \omega_{\mathrm{B}}} ; \tag{92}
\end{align*}
$$

here
$\widetilde{R}_{m, s}(\xi)=N_{y} \sum_{m^{\prime}=-\infty}^{\infty} J_{m^{\prime}}(\xi) J_{m^{\prime}+m}(\xi) J_{m^{\prime}+s}(\xi) J_{m^{\prime}+m+s}(\xi)$
and $\quad\left|\tilde{V}_{\mathbf{K}_{0} \mathbf{K}^{\prime}}\right|_{c p}^{2}=\left(\pi / N_{y}^{2} S_{\perp}\right) L_{y, y^{\prime}}^{2} \exp \left(-\kappa^{2} L_{y, y^{\prime}}^{2} / 4\right)$. The equation (91) can be reduced to the form of the planar contribution in Eq. (82) by using the same procedure [see Eqs. (80)-(82)] and taking $\langle | v\left(l_{y}\right)\left\rangle=v, \Lambda_{y}=\Lambda\right.$, $\delta_{y y^{\prime}}=\delta$ for all $y$ and $y^{\prime}$ so that
$\Gamma_{c p}\left(K_{0 \perp}\right)=\Gamma_{0} \sum_{m=-\infty}^{m_{u}} \widetilde{\sigma}_{m} I_{0}\left(\beta_{m}\right) e^{\left(m \hbar \omega_{\mathrm{B}}-\hbar^{2} K_{0 \perp}^{2} / m_{\perp}\right) / \varepsilon_{\lambda}}$,
where
$\tilde{\sigma}_{m}(\xi)=2 \sum_{s=1}^{s_{u}} e^{-a s / \delta} \tilde{\sigma}_{m, s}(\xi) ;$
here, $\tilde{\sigma}_{m, s}(\xi)=\left(1 / N_{y}\right) \widetilde{R}_{m, s}(\xi)$ and $\tilde{\sigma}_{-m, s}(\xi)=\tilde{\sigma}_{m, s}(\xi)$. Also, the upper limit of the index $s, s_{u}=2 \xi-2$, is determined by the criterion that the number of interfaces crossed within the Bloch oscillation, $2 \xi-1$ (neglecting turning points), should be greater than or equal to $1+s$ so as to ensure interface-interface interactions; thus, it follows that $2 \xi-1 \geq 1+s$ or $s \leq 2 \xi-2$ so that $s_{u}=2 \xi-2$ for a given $\xi$.

Therefore, including both planar and cross-planar correlations allows us to express the total $\Gamma=\Gamma_{t}$ as the sum of the two contributing terms $\Gamma_{t}=\Gamma_{p}+\Gamma_{c p}$ for " $p$ " and " $c p$ " contributions ( $\Delta \omega_{t}$ can also be analyzed in a similar way). The total $\Gamma=\Gamma_{t}$ can be expressed as
$\Gamma_{t}\left(K_{0 \perp}\right)=\Gamma_{0} \sum_{m=-\infty}^{m_{u}} \sigma_{m}^{(t)} I_{0}\left(\beta_{m}\right) e^{\left(m \hbar \omega_{\mathrm{B}}-\hbar^{2} K_{0 \perp}^{2} / m_{\perp}\right) / \varepsilon_{\lambda}}$,
with $\sigma_{m}^{(t)}(\xi)=\sigma_{m}(\xi)+\tilde{\sigma}_{m}(\xi)$, where $\sigma_{m}(\xi)$ and $\tilde{\sigma}_{m}(\xi)$ are defined in Eqs. (83) for " $p$ " and (95) for " $c p$ " contributions, respectively. We evaluate $\Gamma_{t}$ in the manner used in the previous Sec. A, then Eq. (96) becomes
$\frac{\Gamma_{t}(0)}{\Gamma_{0}^{\prime}}=\zeta \sum_{m=1}^{\infty} \sigma_{m}^{(t)}(\xi) e^{-m \zeta / 2 \xi}$.
and


Fig. 4. Normalized relaxation rate $\Gamma(\zeta) / \Gamma^{\prime}{ }_{0}$ as a function of $\zeta=\Delta / \varepsilon_{\lambda}$ calculated for different values of $\xi=\Delta / 2 \hbar \omega_{\mathrm{B}}$ : $\xi=1(1) ; \xi=2(2) ; \xi=3(3,4)$. The solid curves $1-3$ take the planar correlations alone [Eq. (84)], while the dashed curve 4 takes the total, planar and cross-plane correlations [Eq. (97)].


Fig. 5. Normalized relaxation rate $\Gamma(\xi) / \Gamma_{0}^{\prime}$ as a function of $\xi=\Delta / 2 \hbar \omega_{\mathrm{B}}$ calculated for different values of $\zeta=\Delta / \varepsilon_{\lambda}$ [Eq. (84)]: $\zeta=1$ (1); $\zeta=2$ (2); $\zeta=3$ (3); $\zeta=4$ (4).


Fig. 6. The parameter $\tau_{0}=1 / \Gamma_{0}^{\prime}$ as a function of $v$ ( $\Delta=36 \mathrm{meV}$ ).

This equation has the form similar to Eq. (84) derived for planar correlations alone and shows the similar behavior as a function of $\zeta$ and $\xi$. In Eqs. (96) and (97), we can see that the term $\tilde{\sigma}_{m}$ in $\sigma_{m}^{(t)}=\sigma_{m}+\tilde{\sigma}_{m}$, which corresponds to cross-planar interference, is relatively small compared to the planar contribution, $\sigma_{m}$. As a numerical estimate of the contribution from cross-planar correlations in Eq. (97), we take $\xi=3$ and $a / \delta=1$, i.e., for $a=10 \mathrm{~nm}$ we take $\delta=10 \mathrm{~nm}$. In this case, we obtain $\zeta_{\max } \cong 4.9$ and $\Gamma\left(\zeta_{\max }\right) / \Gamma_{0}^{\prime} \cong 0.39 \quad$ (Fig. 4, dashed curve 4). The estimates show that, for the assumed values of the model parameters, the cross-planar contribution to the SE relaxation rate is about $8 \%$ as compared to the dominant independent planar term defined in Eq. (84).

It is worth noting that the developed methodology for evaluating the degradation effects from SE due to perturbing inhomogeneity in the SL is quite general and is not restricted to a one-dimensional (1D) quantum-well SL with the miniband dispersion as in Eq. (20). Recent progress in nanotechnology makes it possible to fabricate various kinds of SLs that are different from the usual periodically layered QW structures based on III-V compounds. [3-5] These examples include quantum-dot SLs of varying dimensionality (1D, 2D, and 3D SLs) [42, 43], graphene-based SLs [44-46], and natural SLs in SiC crystals [47], which, in particular, have been investigated for the practical realization of a Blochoscillation terahertz generator [48-52].

## 6. Summary

A theory for the spontaneous emission of Bloch oscillation radiation under the competing influences of microcavity environment and inhomogeneous interface scattering is presented. The external constant electric field strength is chosen so that the emitted radiation is in the terahertz spectral range; the quantum electromagnetic radiation field is described by the dominant $\mathrm{TE}_{10}$ rectangular microcavity waveguide mode in the Coulomb gauge. The instantaneous eigenstates of the Bloch Hamiltonian are used to describe the Bloch electron dynamics to all orders in the constant electric field, and the inhomogeneous electric field describing the interface inhomogeneities is treated in the scalar potential gauge. In general, it is shown that the spontaneous emission probability amplitude for the cavity-enhanced Bloch electron radiation becomes damped and frequency shifted due to the perturbing influence of the inhomogeneous electric field; the frequency shift is shown to be proportional to the second-order perturbation theory correction of the Hamiltonian for the perturbing inhomogeneity with respect to the Bloch instantaneous eigenstates, and the damping term is shown to be proportional to the square
of the off-diagonal transition matrix elements of the perturbing Hamiltonian with respect to the instantaneous eigenstates summed to the appropriate final states as determined in a golden-rule fashion. The general emission formulation with regard to competing influences lends itself to a heuristic relaxation approximation development; therefore, a simplified trend analysis was developed in order to explicitly characterize the degradation of cavity-enhanced spontaneous emission in a user friendly way; the results of this analysis clearly show that the degradation effects reflected in the probability amplitude as a result of the presence of interface inhomogeneities can be more than compensated for by the enhancements derived by microcavity-based confinement tuning. Finally, the general theoretical analysis is extended to the specific case where the inhomogeneous interface potential energy is represented by a comb of localized planar inhomogeneities of varying strength positioned at all the SL sites. The frequency shift and damping constant is discussed for this model problem as a methodology for going beyond the constant relaxation-time approximation. In this approach, the interface roughness effects were separated into those arising from independent planar and cross-correlated neighboring planar interfaces; it was estimated that the crosscorrelated contribution to the spontaneous emission relaxation rate is relatively small, comprising less than roughly $10 \%$ of the total relaxation rate, compared to the independent planar contribution.

Although the special case of abrupt interface roughness treated in this work is time independent, the general treatment developed in the Appendix is applicable to the more general case of quantum spontaneous emission under the competing influence of a general time-dependent perturbation. This perturbation can also be made to depend on other degrees of freedom, so that the analysis provides a framework for examining the influence of phonon scattering on the spontaneous emission process; this will be the objective of a future study.

## Appendix: Time-dependent double perturbation theory approach

The equation for the probability amplitudes $A_{\left\{n_{\mathbf{q}, j}\right\}}(\mathbf{K}, t)$ in Eq. (2) is given by
$\frac{d A_{\left\{n_{\mathbf{q}, j}\right\}}(\mathbf{K}, t)}{d t}=\frac{1}{i \hbar} \sum_{\mathbf{K}^{\prime}} \sum_{\left\{n_{\mathbf{q}, j}^{\prime}\right\}} A_{\left\{n_{\mathbf{q}, j}^{\prime}\right\}}\left(\mathbf{K}^{\prime}, t\right) \times$
$\left\langle\left\{n_{\mathbf{q}, j}\right\}, \psi_{n_{0} \mathbf{K}}(\mathbf{r}, t)\right|\left(H_{I}+V\right)\left|\psi_{n_{0} \mathbf{K}^{\prime}}(\mathbf{r}, t),\left\{n_{\mathbf{q}, j}^{\prime}\right\}\right\rangle \times$
$\times \exp \left\{-\frac{i}{\hbar} \int_{t_{0}}^{t}\left[\varepsilon_{n_{0}}\left(\mathbf{k}^{\prime}\left(t^{\prime}\right)\right)-\varepsilon_{n_{0}}\left(\mathbf{k}\left(t^{\prime}\right)\right)+\sum_{\mathbf{q}, j}\left(n_{\mathbf{q}, j}^{\prime}-n_{\mathbf{q}, j}\right) \hbar \omega_{q}\right] d t^{\prime}\right\}$.

We assume that at initial time, $t_{0}$, the system is in one of the eigenstates of Hamiltonian $H_{0}+H_{r}$ with wave function $\left|\psi_{n_{0} \mathbf{K}_{0}}(\mathbf{r}),\left\{n_{\mathbf{q}, j}^{0}\right\}\right\rangle$, corresponding to the Bloch electron in a single band $n_{0}$ with the wave vector $\mathbf{K}_{0}$ and with the initial distribution of photon numbers in the radiation field $\left|\left\{n_{\mathbf{q}, j}^{0}\right\}\right\rangle$. Substituting $A_{\left\{n_{\mathbf{q}, j}\right\}}(\mathbf{K}, t)=A_{\left\{n_{\mathbf{q}, j}\right\}}^{(0)}(\mathbf{K}, t)+A_{\left\{n_{\mathbf{q}, j}\right\}}^{(1)}(\mathbf{K}, t)+\ldots \quad$ into Eq. (A.1), and taking into account the initial condition $A_{\left\{n_{n_{\mathbf{q}, j}}\right\}}\left(\mathbf{K}, t_{0}\right)=\left\{\delta_{n_{\mathbf{q}, j} n_{\mathbf{q}, j}^{0}}\right\} \delta_{\mathbf{K}, \mathbf{K}_{0}}$, one obtains to the zeroth and first order in $H_{I}$ for $A_{\left\{n_{\mathrm{q}, j}\right\}}^{(0)}(\mathbf{K}, t)$ and $A_{\left\{n_{\mathrm{q}, j}\right\}}^{(1)}(\mathbf{K}, t)$, respectively,

$$
\begin{equation*}
A_{\left\{n_{\mathbf{q}, j}\right\}}^{(0)}(\mathbf{K}, t)=\left\{\delta_{n_{\mathbf{q}, j} n_{\mathrm{q}, j}^{0}}\right\} \delta_{\mathbf{K}, \mathbf{K}_{0}}, \tag{A.2}
\end{equation*}
$$

and
$\frac{d A_{\left\{n_{\mathbf{q}, j\}}\right\}}^{(1)}(\mathbf{K}, t)}{d t}-\frac{1}{i \hbar} \sum_{\mathbf{K}^{\prime}} A_{\left\{n_{\mathbf{q}, j}\right\}}^{(1)}\left(\mathbf{K}^{\prime}, t\right) V_{\mathbf{K}, \mathbf{K}^{\prime}}(t) \times$
$\times \exp \left\{-\frac{i}{\hbar} \int_{t_{0}}^{t}\left[\varepsilon_{n_{0}}\left(\mathbf{k}^{\prime}\left(t^{\prime}\right)\right)-\varepsilon_{n_{0}}\left(\mathbf{k}\left(t^{\prime}\right)\right)\right] d t^{\prime}\right\}=$
$=\frac{1}{i \hbar}\left\langle\left\{n_{\mathbf{q}, j}\right\}, \psi_{n_{0} \mathbf{K}}(\mathbf{r}, t)\right| H_{I}\left|\psi_{n_{0} \mathbf{K}_{0}}(\mathbf{r}, t),\left\{n_{\mathbf{q}, j}^{0}\right\}\right\rangle \times$
$\times \exp \left\{-\frac{i}{\hbar} \int_{t_{0}}^{t}\left[\varepsilon_{n_{0}}\left(\mathbf{k}_{0}\left(t^{\prime}\right)\right)-\varepsilon_{n_{0}}\left(\mathbf{k}\left(t^{\prime}\right)\right)+\sum_{\mathbf{q}, j}\left(n_{\mathbf{q}, j}^{0}-n_{\mathbf{q}, j}\right) \hbar \omega_{q}\right] d t^{\prime}\right\} ;$
this equation for $A_{\left\{n_{\mathrm{q}, j}\right\}}^{(1)}(\mathbf{K}, t)$ is good to first order in $H_{I}$ and to all orders in $V$. Matrix elements for the perturbation operator $H_{I}$ are given by

$$
\begin{aligned}
& \left\langle\left\{n_{\mathbf{q}}\right\}, \psi_{n_{0} \mathbf{K}}(\mathbf{r}, t)\right| H_{I}\left|\psi_{n_{0} \mathbf{K}_{0}}(\mathbf{r}, t),\left\{n_{\mathbf{q}}^{0}\right\}\right\rangle= \\
& =\sqrt{\frac{\pi c \alpha}{\omega_{c} \varepsilon V_{0}}} \sum_{q_{z}^{\prime}} \sum_{s=1,2} \frac{1}{\left[1+\left(q_{z}^{\prime} / q_{x}\right)^{2}\right]^{1 / 4}} \nabla_{k_{y}} \varepsilon_{n_{0}}[\mathbf{k}(t)] \times \\
& \times\left[\sqrt{n_{\mathbf{q}^{\prime}}^{0}}\left(\delta_{n_{\mathbf{q}^{\prime}, n_{\mathbf{q}^{\prime}}^{0}}} ;\left\{\delta_{n_{\mathbf{q}}, n_{\mathbf{q}}^{0}}\right\}\right) \delta_{\mathbf{K}_{0}, \mathbf{K}-\mathbf{q}_{s}^{\prime}}+\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.+\sqrt{n_{\mathbf{q}^{\prime}}^{0}+1}\left(\delta_{n_{\mathbf{q}}, n_{\mathbf{q}^{\prime}}^{0}+1} ;\left\{\delta_{n_{\mathbf{q}}, n_{\mathbf{q}}^{0}}\right\}\right) \delta_{\mathbf{K}_{0}, \mathbf{K}+\mathbf{q}_{s}^{\prime}}\right] \tag{A.4}
\end{equation*}
$$

For brevity in using notation, Eq. (A.3) can be written as

$$
\begin{equation*}
\dot{A}_{n}(\mathbf{K}, t)-\frac{1}{i \hbar} \sum_{\mathbf{K}^{\prime}} f_{\mathbf{K K}^{\prime}}(t) A_{n}\left(\mathbf{K}^{\prime}, t\right)=\dot{A}_{n}^{0}(\mathbf{K}, t) \tag{A.5}
\end{equation*}
$$

with

$$
\begin{equation*}
f_{\mathbf{K K}^{\prime}}(t)=V_{\mathbf{K K}^{\prime}}(t) \exp \left\{-\frac{i}{\hbar} \int_{t_{0}}^{t}\left[\varepsilon_{n_{0}}\left(\mathbf{k}^{\prime}\left(t^{\prime}\right)\right)-\varepsilon_{n_{0}}\left(\mathbf{k}\left(t^{\prime}\right)\right)\right] d t^{\prime}\right\}, \tag{A.6}
\end{equation*}
$$

where $V_{\mathbf{K K}^{\prime}}(t)=\left(\psi_{n_{0} \mathbf{K}}(\mathbf{r}, t), V \psi_{n_{0} \mathbf{K}^{\prime}}(\mathbf{r}, t)\right)$, and
$\dot{A}_{n}^{0}(\mathbf{K}, t)=\frac{1}{i \hbar}\left\langle\left\{n_{\mathbf{q}, j}\right\}, \psi_{n_{0} \mathbf{K}}(\mathbf{r}, t)\right| H_{I}\left|\psi_{n_{0} \mathbf{K}_{0}}(\mathbf{r}, t),\left\{n_{\mathbf{q}, j}^{0}\right\}\right\rangle \times$ $\times \exp \left\{-\frac{i}{\hbar} \int_{t_{0}}^{t}\left[\varepsilon_{n_{0}}\left(\mathbf{k}_{0}\left(t^{\prime}\right)\right)-\varepsilon_{n_{0}}\left(\mathbf{k}\left(t^{\prime}\right)\right)+\sum_{\mathbf{q}, j}\left(n_{\mathbf{q}, j}^{0}-n_{\mathbf{q}, j}\right) \hbar \omega_{q}\right] d t^{\prime}\right\}$. (A.7)

Again, it is emphasized that Eq. (A.5) is valid to the first order in $H_{I}$ and to all orders in $V$. Also to simplify notations, we designated $A_{\left\{n_{\mathrm{q}, j}\right\}}^{(1)}(\mathbf{K}, t) \equiv A_{n}(\mathbf{K}, t)$. Then, separating terms with diagonal and off-diagonal matrix elements $f_{\mathbf{K}, \mathbf{K}^{\prime}}(t)$ in Eq. (A.5) so that
$\dot{A}_{n}(\mathbf{K}, t)-\frac{1}{i \hbar} f_{\mathbf{K K}}(t) A_{n}(\mathbf{K}, t)-$
$-\frac{1}{i \hbar} \sum_{\mathbf{K}^{\prime} \neq \mathbf{K}} f_{\mathbf{K K}^{\prime}}(t) A_{n}\left(\mathbf{K}^{\prime}, t\right)=\dot{A}_{n}^{0}(\mathbf{K}, t)$,
the equation for $A_{n}\left(\mathbf{K}^{\prime}, t\right)$ in the third term on the lefthand side of (A.8) can be written as
$\dot{A}_{n}\left(\mathbf{K}^{\prime}, t\right)-\frac{1}{i \hbar} f_{\mathbf{K}^{\prime} \mathbf{K}}(t) A_{n}(\mathbf{K}, t)-$
$-\frac{1}{i \hbar} \sum_{\mathbf{K}^{\prime \prime} \neq \mathbf{K}} f_{\mathbf{K}^{\prime} \mathbf{K}^{\prime \prime}}(t) A_{n}\left(\mathbf{K}^{\prime \prime}, t\right)=\dot{A}_{n}^{0}\left(\mathbf{K}^{\prime}, t\right)$.
Following to the Wigner-Weisskopf-like approximation, we ignore the third term on the right-hand side of (A.9); then, after integration on time, we find
$A_{n}\left(\mathbf{K}^{\prime}, t\right)=\frac{1}{i \hbar} \int_{t_{0}}^{t} d t^{\prime} f_{\mathbf{K}^{\prime} \mathbf{K}}\left(t^{\prime}\right) A_{n}\left(\mathbf{K}, t^{\prime}\right)+A_{n}^{0}\left(\mathbf{K}^{\prime}, t\right)$,
where we have taken into account that $A_{n}\left(\mathbf{K}^{\prime}, t_{0}\right)=\delta_{\mathbf{K}^{\prime}, \mathbf{K}_{0}}$, i.e., is equal to zero for $\mathbf{K}^{\prime} \neq \mathbf{K}_{0}$, and
$A_{n}^{0}(\mathbf{K}, t)=\int_{t_{0}}^{t} \dot{A}_{n}^{0}\left(\mathbf{K}, t^{\prime}\right) d t^{\prime}$.
Thus, by making use of (A.10) in Eq. (A.8), we obtain the latter equation in the form
$\dot{A}_{n}(\mathbf{K}, t)-\frac{1}{i \hbar} f_{\mathbf{K K}}(t) A_{n}(\mathbf{K}, t)+$
$+\frac{1}{\hbar^{2}} \sum_{\mathbf{K}^{\prime} \neq \mathbf{K}} f_{\mathbf{K K}^{\prime}}(t) \int_{t_{0}}^{t} d t^{\prime} f_{\mathbf{K K}^{\prime}}^{*}\left(t^{\prime}\right) A_{n}\left(\mathbf{K}, t^{\prime}\right)=$
$=\dot{A}_{n}^{0}(\mathbf{K}, t)+\frac{1}{i \hbar} \sum_{\mathbf{K}^{\prime} \neq \mathbf{K}} f_{\mathbf{K K}^{\prime}}(t) A_{n}^{0}\left(\mathbf{K}^{\prime}, t\right)$.
Here, the solution to Eq. (A.12) represents an earlytime, first-order perturbation theory solution for $H_{I}$, and a long-time, Wigner-Weisskopf-like perturbation solution for $V$ in this double perturbation theory approach.
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