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The problem of coexistence between charge-density-waves (CDWs) and superconductivity is revisited. Re-
cent evidence was analyzed for different classes of materials with the emphasis on high-Tc oxides. For the latter, 
the model of the d-wave or extended s-wave Cooper pairing competing with checkerboard or unidirectional 
CDWs is suggested. The corresponding phase diagrams were plotted and used as a guide to predict new features 
in the tunnel or photoemission spectra. In the framework of the model concerned, dc Josephson tunneling 
through junctions involving CDW superconductors is examined. It is shown that CDWs distort current depen-
dences on the angle between crystal axes and the junction plane inherent to d-wave superconductors leading to 
an extra periodicity. 
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1. Introduction 

We are happy to present our article in this issue devoted 
to the memory of a great scientist Igor Kondratievich Yan-
son, who was one of the world leaders in the Josephson-

effect physics [1,2] and made a seminal contribution to the 
condensed matter science as a whole. In particular, he de-
veloped a new method of point-contact spectroscopy and 
systematically applied it to study conventional and exotic 
materials [3–8]. This spectroscopic method and its “elder 
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sister”, tunneling spectroscopy [8,9–17], invoked a sub-
stantial progress in investigations of materials discussed in 
this review. 

Condensed matter science being the basis of the modern 
industry needs a variety of materials for diverse applica-
tions [18]. Some solids reveal long-range orderings of va-
rious kinds [19] which develop against a crystal-lattice 
background in certain temperature, T, ranges. In this con-
nection, one can mention magnetic states (ferromagnetism, 
antiferromagnetism, spin density waves — SDWs) [20,21], 
ferro- and antiferro-electricity [22], charge density waves — 
CDWs (with concomitant periodic lattice distortions, 
PLDs) [8,19, 21,23], and superconductivity [24,25]. These 
states can coexist under favorable conditions inducing 
mixed phases, e.g., multiferroics [26] and CDW or SDW 
superconductors [8,27–33]. The properties of mixed phases 
are interesting per se and deserve a thorough investigation. 
Moreover, in the case of CDW superconductors, the inter-
play between constituents is important because the com-
bined structural and electron-spectrum instabilities compete 
with Cooper pairing and might be the main factor limiting 
the magnitude of the critical temperature, cT  [34–36]. The 
opposite viewpoint that the high density of states near the 
edges of the dielectric (CDW or SDW) gap promotes su-
perconductivity [37–39] in the spirit of the original Bar-
deen-Cooper-Schrieffer (BCS) model [40] has not been 
confirmed by even a single experiment and, hence, it is not 
discussed below. 

As for high- cT  cuprates, we consider pseudogaps ob-
served there with the help of different methods [41–48] as 
manifestations of CDWs in the mixed “CDW + supercon-
ductor” state (see the relevant argumentation below and in 
our previous publications [27–31]). Therefore, the terms 
"pseudogaps” and “CDW gaps” for cuprates are assumed 
identical throughout the paper. 

Within the period since our last reviews [30,31] on the 
topic of coexistence between CDWs and superconductivity 
have been published, more experimental and theoretical 
studies concerning CDW superconductors have been car-
ried out. In this Review, information about these materials 
is updated and our original theory of the coexisting CDWs 
and unconventional (d-wave and extended s-wave) super-
conductivity is outlined, with the special emphasis being 
focused on the Josephson tunneling between such super-
conductors. The material covered in our previous reviews 
on the subject concerned [27–31] will be mentioned in 
brief where necessary, although we decided to avoid repe-
tition as much as possible. We apply our results to cuprates 
with certain reservations: the actual symmetry of the su-
perconducting order parameter in high- cT  oxides is still 
not known and the interpretation of the experimental totali-
ty is controversial [49–53], although the majority of ex-
perts are inclined to believe that cuprates constitute a class 
of materials with a perfect 2 2x yd − -wave symmetry. 
Hence, our analysis may also be used to indirectly probe 

the order parameter symmetry. Anyway, the presented 
theory is quite general and can be applied to other interest-
ing objects. 

2. Recent evidence of charge density waves observed 
in superconductors 

In CuxTiSe2, the coexistence between electron-hole and 
Cooper pairing and the destructive influence of CDW on 
superconductivity are well established [30,54]. Neverthe-
less, even the properties of the parent semimetallic layered 
compound TiSe2 are not properly understood. Even the 
conventional origin of CDWs in TiSe2 as a consequence of 
electron-phonon-driven gapping (dielectrization) on the 
nested Fermi surface (FS) sections [19,23] is contested 
[54,55]. The failure of the simple basic Peierls scenario is 
little wonder in view of recent studies of FS in various di-
chalcogenides revealing much complexity, in particular, 
strong CDW fluctuations [23,56–61]. However, the com-
petition between dielectric and superconducting instabili-
ties remains a more or less adopted mechanism of their 
coexistence. 

Recently, muon spin rotation and muon spin relaxation 
measurements were carried out for Cu0.06TiSe2 in the su-
perconducting state, i.e., at the edge of the CDW penetra-
tion into the superconducting areal [62]. It turned out that 
Cu0.06TiSe2 is a single-gap s-wave superconductor with 
the ratio 2 ( = 0) / 2.5cR T T≡ Δ ≈ , where Δ  is the super-
conducting order parameter, and the Boltzmann constant 

= 1Bk  is adopted throughout the paper. It is much less 
than the s-wave BCS weak-coupling limit 3.52s

BCSR ≈ . As 
is well known, any strong-coupling effects lead to the in-
crease of R  rather than to its reduction as compared to 

s
BCSR  [63]. We think that the discrepancy can be explained 

by the assumption made by the authors of Ref. 62 that the 
London penetration depth is determined by ( )TΔ  whatever 
the CDW-related gap ( )TΣ . It is not the case in the mixed 
CDW superconducting phase [64,65]. Thus, the results of 
Ref. 62 should be reinterpreted. 

Our reasoning is implicitly supported by the CDW ob-
servation in a Cu0.06TiSe2 sample [66]. These authors used 
scanning tunneling microscopy (STM) and spectroscopy 
and clearly demonstrated that the amplitude of CDW mod-
ulation decreases with Cu doping. Therefore, it would be 
interesting to measure R  for samples near = 0.08x , i.e. 
near the top of the superconducting dome. We expect this 
ratio to be close to s

BCSR . As for the nature of CDWs in 
CuxTiSe2, it was recently shown by electron band calcula-
tions that they might be, at least partially, induced by Cou-
lomb interaction and have the excitonic-insulator origin [67]. 
Angle-resolved photoemission spectroscopy (ARPES) stu-
dies confirmed this viewpoint for undoped 1T-TiSe2 [68] 
and TiCxSe2–x with C = S or Te [69]. 

Intercalation of TiSe2 with Pd leads to more involved 
results than with Cu. Namely, growing x  in PdxTiSe2 forces 
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its electron system to transform in the following order of 
states: semimetallic–insulating-normal metallic-supercon-
ducting-normal metallic [54,70]. It should be noted that the 
final decline of superconductivity with overdoping — 
similar to that in cuprates [71] — may be provoked not 
only by the FS reconstruction [72,47], which, roughly 
speaking, changes the electron density of states in the orig-
inal BCS equation for cT . Instead, it can also be done ow-
ing to the screening of electron-phonon matrix elements 
[73], i.e., owing to the change of the coupling constant in 
that equation. 

Since transition metal dichalcogenides of the 1T poly-
type usually demonstrate a transition into an insulating 
state at low enough T, superconductivity does not emerge 
there [23]. Hence, a successful attempt was made to sup-
press the metal-insulator transition (MIT) by intentional 
disordering in 1T-TaS2 samples [74]. At 2.1 KcT ≈ , the 
disordered 1T-TaS2 became superconducting against the 
remaining CDW background. The authors of Ref. 74 claim 
that the MIT, which is of the Mott (Coulomb correlation) 
type, inhibits superconductivity, whereas CDWs are not 
significant. In this connection, it is necessary to recall that 
CDWs in both excitonic [75] and Peierls [76] insulators are 
also suppressed by charged impurities (defects) so that 
they can be substantially weaker in disordered samples. 

Doping specimens with Fe turned out to be another way 
to achieve MIT inhibition in 1T-TaS2 [77]. In 1T-FexTa1–
xS2, superconductivity appears at > 0.01x  and reaches its 
maximum ( = 2.8 KcT ) at 0.02x ≈ , while CDWs persist. 
The superconducting phase ceases to exist at > 0.04x  
when charge carriers become localized. 

The compound 2H-TaS2 is known to be a superconduc-
tor with 0.8 KcT ≈  in a CDW containing medium [78]. 
Recently, a more intricate chiral CDW order was found in 
2H-TaS2 samples, which exhibited superconductivity be-
low 1.75 K  [79]. CDWs consist of clockwise and counter-
clockwise modulations, similarly to their counterparts dis-
covered in 1T-TiSe2 [80]. The coexistence between chiral 
CDWs and superconductivity is interesting per se in re-
spect to the possible symmetries of the superconducting 
order parameter. 

Momentum-dependent ARPES spectra of 2H-NbSe2 — 
with the highest 7.3 KcT ≈  among this class of layered di-
chalcogenides [78] — were measured and revealed a com-
petition between CDWs and Cooper pairing [81]. The cri-
tical temperature cT  is probably so high because most of 
the FS is left intact when the CDW emerges at 33.5 KdT ≈  
[82]. It is notable that no direct connection between nesting 
and CDW emergence was revealed in 2H-NbSe2 [81]. 

Another dichalcogenide, IrTe2, was directly shown us-
ing the electron diffraction technique [83] to be a Peierls 
insulator of the charge-orbital density wave type [84]. The 
appearance of CDW superlattice peaks correlates with the 
emergence of resistive and magnetic anomalies at about 

= 262 KdT . The revealed CDW wave vector agrees well 

with the theoretical value of FS nesting vector. By interca-
lation and substitution, samples of PdxIrTe2 ( > 4%x ) and 
Ir1–yPdyTe2 ( > 0.05y ) with a fully suppressed orbital 
CDW were obtained. Therefore, in accordance with the 
reasoning given in works [85,86], the doped samples be-
come superconducting with cT  up to 3 K. 

New data were lately obtained for trichalcogenides as 
well. Specifically, large attention was attracted to ZrTe3, 
which exhibits a CDW transition below 63 KdT ≈  and is 
a mixed filamentary-bulk superconductor [87]. Thus, there 
is a large superconducting tail in the heat capacity and ani-
sotropic resistive T-dependences up to higher 5 K,T ≈  
whereas a bulk BCS-like state is stabilized below = 2 K.T  
On the other hand, the intercalation of ZrTe3 with Ag or 
Cu changes neither dT  nor the onset cT , but conspicuous-
ly reduces the nested FS section area [88,89]. It is quite 
strange, because the decrease of the dielectrically (by 
CDWs) gapped (dielectrized) FS section should reduce dT  
and consequently raise cT  [30,85,90]. It might happen that 
the effect does exist, but it is too small to be observed. 

Intercalation of ZrTe3 with Ni raises the bulk cT  in the 
Ni0.05ZrTe3 composition up to 3.1 K, whereas the corres-
ponding dT  falls down to 41 K [91]. Such a behavior 
agrees with basic theoretical considerations for supercon-
ductors partially gapped by CDWs [30,85,90]. 

Bulk transport and STM measurements in CaC6 revealed 
[92] a subtle evidence of CDW formation at 250 K,dT ≈  
whereas the superconducting cT  in this intercalated gra-
phite compound is rather high (11.5 K) [93]. It would be 
interesting to influence CDWs to uncover relations be-
tween CDWs and superconductivity in this material. 

The relationship between superconductivity and CDWs 
was also studied in pseudoternary alloys Lu2Ir3(Si1–xGex)5, 
Lu2(Ir1–xRhx)3Si5, and (Lu1–xScx)2IrSi5 [94]. Magnetic, re-
sistive, and heat-capacity measurements demonstrated that 
all those materials demonstrate a pronounced anti-correl-
ation between dT  and cT . Studies of the basic compound 
Lu2Ir3Si5 showed an interesting feature, namely, the coex-
istence of CDW- and normal-state domains (phase separa-
tion) [95]. It resembles the intrinsic nonhomogeneity of 
CDW gaps in Bi2Sr2CaCu2O8+δ samples [96]. Unfortuna-
tely, the origin of phase separation in those and other sub-
stances with CDWs and SDWs is not known for sure, not-
withstanding the long history of the problem exploration 
[97–105]. 

An interesting CDW superconductor KNi2Se2 was re-
cently found. It has a rather low 0.8 KcT ≈  and a weak 
fluctuating CDW at high T  which disappears on cooling 
down at 15 K < T < 25 K [106]. These results are unusual 
and should be checked independently to establish the rela-
tions between two kinds of ordering. 

NMR and specific-heat measurements revealed that the 
noncentrosymmetric superconducting carbide Mo3Al2C 
with 9 KcT ≈  hosts CDWs below 130 KdT ≈  [107]. The 
CDW gap in the electron density of states is partial and 
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leaves a sufficient FS section for the subsequent supercon-
ducting gapping. 

Another way to ensure the coexistence of order parame-
ters in the same material is to spatially separate structural 
blocks exhibiting CDWs and superconductivity. This pos-
sibility was realized in the oxide Ba2Ti2Fe2As4O leading 
to a remarkable effect [108]. The layers Fe2As2 provide 
bulk superconductivity with 21 K,cT ≈  whereas Ti2O sheets 
are responsible for the density-wave-induced magnetic and 
resistive anomalies at 125 KdT ≈ , which might be of ei-
ther CDW or SDW origin. 

3. Pseudogaps and charge density waves 
in superconducting cuprates 

As we indicated in the Introduction, the ubiquitous 
pseudogaps should most probably be associated with 
CDWs. Last years of experimental studies added much to 
the evidence concerning both manifestations of the same 
phenomenon — the combined reconstruction of the crystal 
ion and electron subsystems accompanied by the density of 
states depletion [48,109–114]. 

The oxide Bi2Sr2CaCu2O8+δ is the most typical example 
of the pseudogap influence on various measured properties 
and one of the most widely investigated pseudogap-
possessing cuprates. The coexistence of pseudogap with 
superconducting gaps was clearly demonstrated by analyz-
ing the quasiparticle relaxation dynamics in underdoped 
Bi2Sr2CaCu2O8+δ samples [115]. Two relaxation processes 
revealed the following zero-T values of the superconducting 
gap and the pseudogap: (0) 24 meVΔ ≈  and (0) 41 meV,Σ ≈  
respectively (note that we use our unified notations through-
out the paper). Those gap values are in qualitative agree-
ment with (0) 28 meVΔ ≈  and (0) 36 meVΣ ≈  found in 
tunneling experiments for slightly overdoped samples [116]. 
We emphasize that both Δ  and Σ  coexist below ,cT  
which is verified by the time-resolved optical spectro-
scopic [115,117] and tunnel [41,116,118–120] studies of 
Bi2Sr2CaCu2O8+δ. Of course, this picture might be over-
simplified as compared, e.g., with a complicated phenome-
nological tripartite model [121], where the checkerboard 
and pseudogap components are distinct entities. According 
to the authors of Ref. 121, the model concerned covers all 
the data obtained for the electron density of states in 
Bi2Sr2CaCu2O8+δ [122]. 

The Nernst coefficient was measured in a wide range of 
T for the related oxides Bi2Sr2–xRxCuOy ( R  = La and Eu) 
and it was shown that the pseudogap component which 
appears below >d cT T  develops differently with varying 
x  and R  as compared to the superconducting one [123]. 
Moreover, the pseudogap suppresses superconductivity si-
milarly to its behavior in Bi2Sr2CaCu2O2. 

The magnetic torque was studied in Bi2Sr1.4La0.6CuO6+δ 
both above and below 25 KcT ≈  [124]. The authors found 
anisotropic superconductivity below cT , while above cT  
up to 50 K  the anisotropy disappears and Cooper pairs are 

localized in small regions. The absence of long-range co-
herence was associated by the authors of Ref. 124 with the 
destructive action of pseudogap state. 

Heavily overdoped compositions of Bi2Sr2CuO6+δ 
oxide with low and vanishing cT 's were studied by tunne-
ling spectroscopy [125]. The quasiparticle single-peak cur-
rent-voltage characteristics /qpdI dV  were found for cer-
tain patches of the surface along with two-peak BCS-like 
patterns. The single-peak pattern was attributed to the van 
Hove singularity in the electron spectrum. The spatial path 
from patch to patch was reflected by the gradual transfor-
mation of spectra between two extremes. This picture was 
observed both in the superconducting state and above cT  
so that the gap-related peaks corresponded to pseudogaps. 
It is remarkable that the superconducting dome was totally 
surrounded by the pseudogap region in the –T δ  phase 
diagram rather than crossed by the dT  line as, say, in 
Bi2Sr2CaCu2O8+δ. Thus, the topology of superconducting 
cuprate phase diagrams turned out to be nonuniversal. As 
for the van Hove peak, a possible scenario taking it into 
account together with competing pseudogaps and super-
conducting gaps was suggested in Ref. 126. 

ARPES measurements of Bi1.5Pb0.55Sr1.6La0.4CuO6+δ 
oxide directly probed the interplay between Δ and Σ  [127]. 
The results strongly suggest the pseudogap-driven distor-
tion of the d-wave superconducting gap in the antinodal 
region with a more or less d-wave-like superconducting 
gap in the nodal direction. This result agrees well with our 
model of the competitive coexistence between the CDW 
gap and the d-wave superconducting gap in high- cT  oxides 
[30–33,128–130]. 

A viewpoint opposite to ours was expressed based on 
STM studies of Ca2–xNaxCuO2Cl2 ( 0.06 0.12x≤ ≤ ) [131]. 
Namely, the cited authors traced the doping-induced transi-
tion from the antiferromagnetic Mott insulator to the su-
perconductor via the pseudogap state with the 2C v  unidi-
rectional-symmetry inside clusters surrounded by the ori-
ginal 4C v  matrix. The clusters start to percolate at = 0.08x  
when the long-range superconducting order emerges. The 
authors of Ref. 131 make a conclusion that the pseudogap 
is beneficial for superconductivity in this substance. It 
seems, however, that this statement is at least premature. 
The observed phase separation and superconductivity 
caused by extra charge carriers can have different micro-
scopic origins. For instance, superconductivity is boosted 
by the growing electron density, whereas the nonhomoge-
neous cluster formation and percolation are probably due 
to the auto localization effects appropriate to the parent 
magnetic matrix [97]. 

An important feature of pseudogap manifestations in va-
rious high-Tc superconductors is their intrinsic spatial in-
homogeneity [30,96,109,131–134] which might be deeply 
connected to the phase separation discussed above [97–105]. 

Pseudogaps as actual CDW-gap features in the momen-
tum-dependent energy spectra are accompanied by CDWs 



Charge density waves in d-wave superconductors: thermodynamics and Josephson tunneling 

Low Temperature Physics/Fizika Nizkikh Temperatur, 2013, v. 39, No. 3 305 

directly vizualized in the co-ordinate space [8,113]. These 
unidirectional or checkerboard modulations in cuprates 
usually are fluctuating rather than long-range ones [135,136]. 
They are also blurred by a random disorder appropriate to 
bertollides with the intrinsic oxygen nonstoichiometry 
[137,138]. A superposition of periodicity and disorder of 
various kinds results in a multi-scale complexity observed, 
in particular, in Bi2Sr2CaCu2O2 [109,139]. 

Studies of such CDWs elucidated new facts concerning 
their relationship with superconductivity. In particular, the 
YBa2Cu3O7–δ oxide with its CuO chains coupled to CuO2 
layers is a perfect candidate for CDW realization. Indeed, 
early STM investigations did uncover super-modulations 
with doping-dependent spatial period [140]. This observa-
tion was confirmed by momentum-resolved ARPES mea-
surements that determined the wave-vector = 2CDW F ≈Q k

10.55 A−≈  of the chain CDW [141]. 
Incommensurate CDW long-range (i.e., up to (16 2)a±  

at 0cT T→ + , where a is the lattice constant) fluctuations 
were revealed by resonant x-ray scattering in the CuO2 
plane of (Y,Nd)Ba2Cu3O6+x [142]. It turned out that the 
superconducting state arising at cT  arrests the incipient 
CDW and prevents the divergence of its correlation length. 
This is another confirmation of the antagonism between 
CDWs and Cooper pairing. 

3.1. Pnictides and chalcogenides: SDWs or CDWs? 

Pseudogaps were also found in the iron-based pnictide 
BaFe2As2 by infrared optical conductivity studies [143]. 
They are similar to those revealed in cuprates but are in-
duced by SDWs rather than CDWs. The ARPES measure-
ments in the underdoped Ba0.75K0.25Fe2As2 confirmed the 
pseudogap existence below cT  and its SDW origin [144]. 

Superconductivity is suppressed by pseudogapping also in 
the spirit of the struggle for the FS [145]. 

On the other hand, in the superconducting selenide 
K0.73Fe1.67Se2 with 32 K,cT ≈  the charge density super-
structural modulation with the 2 2×  periodicity was 
found by STM [146]. Possible interference of CDWs into 
the SDW versus superconductivity competition in iron-
based superconductors stems from theoretical considera-
tions as well [147,148]. 

4. CDW d-wave superconductors 

4.1. Model parameters 

Although the overall T-behavior of the energy gaps is, 
at first glance, very similar for the isotropic s-wave and d-
wave superconductors [149], small distinctions between 
the behavior of ( )TΔ  and ( )TΣ  functions, which are a 
consequence of the difference between the momentum 
dependences of those order parameters, become crucial for 
the interplay between superconductivity and electron-hole 
dielectric pairing [30–32,128–130]. Thus, the simple situa-
tion for the competition between the isotropic order para-
meters ( )TΔ  and ( )TΣ , when only the ratio between the 
parent pairing strengths determines which state wins [90], 
is no longer valid. 

Here, we restrict ourselves to the scenarios possible for 
cuprates with their quasi-two-dimensional electron spec-
trum [72,126,150–152]. In Fig. 1, the geometry of FS gap-
ping by both considered mechanisms is illustrated. The 
CDW d-wave superconductor is a “child” of two “par-
ents”: a d-wave BCS superconductor and a partially gapp-
ed CDW metal. Each of them brings about a specific FS 
gapping that is anisotropic in the momentum space 
(Fig. 1(a)). We select the bisectrix orientation for the posi-

Fig. 1. Order parameter profiles for the parent BCS d-wave superconductor, 0( )Δ θ , and the parent partially gapped CDW metal, 0( ).Σ θ
All four CDW sectors are active for the checkerboard CDW configuration, and only two unhatched sectors remain for the unidirectional
one (a). The corresponding gap roses for the checkerboard ( = 4)N  and unidirectional ( = 2)N  CDW configurations. The specific cal-
culation parameters are 0 = 1.2σ , = 10α ° , = 20β ° , and = 0T . See explanations in the text (b). 
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tive lobe of superconducting order parameter Δ  as a refer-
ence angle. Then, the actual profile ( , )TΔ θ  of supercon-
ducting order parameter on the FS of parent superconduc-
tor at the temperature T  is given by the formula 

 ( , ) = ( ) ( ).T T fΔΔ θ Δ θ  (1) 

Here, ( )TΔ  is the conventional T-dependence of supercon-
ducting order parameter equal to the maximal value of su-
perconducting order parameter lobes, and 

 ( ) = ( ) = cos 2df fΔ Δθ θ θ  (2) 

is the temperature-independent angular factor for d-wave 
superconductors. We also intend to consider the s-extended 
symmetry of superconducting pairing, for which expres-
sion (1) describing the order parameter profile remains 
valid, but 

 ext( ) = ( ) = cos 2sf f −
Δ Δθ θ θ  (3) 

in this case, i.e., all the lobes have the same sign (for defi-
niteness, positive). 

As was said in Sec. 3, two configurations for CDWs in 
cuprates are observed, unidirectional and checkerboard. 
They correspond to two ( = 2N ) or four ( = 4N ), respec-
tively, nested sections arranging in pairs oppositely to each 
other on the FS. Moreover, in the checkerboard configura-
tion ( = 4N ), the vectors connecting opposite nested sec-
tions are mutually perpendicular and experiments testify to 
the identity of two arising CDWs [30,31]. Therefore, we 
select the simplest model, when both CDWs are mutually 
perpendicular and described by the same order parameter 

( )TΣ . Formally, the CDW sectors (cones), which confine 
the dielectrized (d) FS sections, can be oriented arbitrarily 
with respect to the superconducting lobes. (The nondi-
electrized FS sections will be denoted as “nd” ones.) To 
describe this mismatch, we introduce the angle β  between 
the bisectrix of the positive superconducting lobe and the 
bisectrix of the nearest CDW sector (Fig. 1(a)). We select 
the simplest model for the FS-profile of the dielectric order 
parameter Σ  in the “parent” CDW metal, 

 ( , ) = ( ) ( ),T T fΣΣ θ Σ θ  (4) 

similar to formula (1). Here, ( )TΣ  is the T-dependence of 
CDW order parameter, and the T-independent profile func-
tion ( )fΣ θ  is defined as equal 1 on the FS d-sections and 0 
on the nd-ones, 

 
1, for < < ,

( ) =
0, otherwise,

k k
fΣ

β−α+ Ω θ β+α+ Ω⎧
θ ⎨

⎩
 (5) 

where k  is an integer number, the angle α  describes the 
T -independent parameter describing the FS dielectrization 
degree (half the opening angle of any of identical CDW 
sectors), and 

 
/ 2, for = 4,

=
, for = 2.

N
N

π⎧
Ω ⎨ π⎩

 (6) 

To make the parameter set complete, we add the para-
meters 0Δ  and 0Σ  associated with the strength of the BCS 
(electron-electron) or the CDW (electron-hole) pairings, 
respectively, and equal to the magnitudes of the corres-
ponding “parent” order parameters at = 0T , and the num-
ber of CDW sectors N . 

The relevant system of equations for the order parame-
ter magnitudes ( )TΔ  and ( )TΣ  is solved self-consistently 
[30–32,128–130], because both engaged mechanisms of 
FS gapping interfere. As a result, a combined gap profile 
(the gap rose in the momentum space) 

 2 2( , ) = ( , ) ( , ).D T T Tθ Σ θ + Δ θ  (7) 

appears on the whole FS (see Fig. 1(b)), including the nd 
FS sections, for which ( , ) = 0TΣ θ  (see Eq. (5)) so that 

( , ) = ( , )D T Tθ Δ θ  there. Figure 1 clearly demonstrates 
that the availability of CDWs suppress superconductivity. 
It can be seen, e.g., from the fact that the magnitude of 
superconducting lobe on the FS nd sections is reduced in 
comparison with its “parent” value (cf. both panels), and 
this reduction is more pronounced for a higher fraction of 
FS dielectrization at = 4N . The reverse detrimental action 
of superconductivity on CDWs is more intricate (see below). 

In what follows, it is convenient to introduce the nota-
tion 

sym
CDWNS β  for a partially gapped CDW superconductor, 

which reflects a certain symmetry “sym” of the supercon-
ducting order parameter (see below) with the mismatch 
angle β between the superconducting lobes and CDW 
sectors, as well as the checkerboard (N = 4) or unidirec-
tional ( = 2)N  CDW configuration. In particular, Fig. 1 
exhibits the results of calculations for =20

4
d
CDWS β °  and 

=20
2

d
CDWS β °  CDW superconductors. The special case of d-

wave symmetry with = 0 ,β °  as for cuprates, will be de-
noted in the conventional manner 2 2=0 = x yd dβ −D . For the 
hypothetical case =45 ,dβ °  which we also intend to analyze, 
the corresponding notation is .xyd  All intermediate β values 
might be possible only in the case of internal deformations, 
when the crystal symmetry inherent to cuprates is broken; 
it will not be analyzed below. As was indicated in the In-
troduction, we shall also consider the cases of extended s-
wave symmetry for the superconducting order parameter, 
for which we shall use the notations ext

2 2x ys −  and ext
xys . 

We also introduce the notations s
BCSS  and d

BCSS  for 
“pure” s- and d-wave superconductors, respectively. 

The number of energy-dependent parameters of the prob-
lem is reduced by normalizing them by the parameter 0Δ . 
Thus, we introduce the dimensionless parameter 

0 0 0= /σ Σ Δ  describing the relative strength of the CDW 
and BCS pairings, the dimensionless temperature 

0= /t T Δ , and the dimensionless order parameters 
0( ) = ( ) /t Tσ Σ Δ  and 0( ) = ( ) /t Tδ Δ Δ . 
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4.2. Phase diagrams 

Bearing in mind the discrete sets of allowed values for 
the parameters N  (2 and 4) and β  (0 and 45°), it is natural 
to construct phase diagrams on the plane of continuous 
variables α  and 0σ  [31,32]. Figure 2 exhibits the phase 
diagrams for both the checkerboard and unidirectional 
CDW geometries. The small-α ( 0 < < 45° α ° ) half of the 
diagram for the case = 2N  almost exactly reproduces the 
total diagram for the case = 4N  [32]. The difference con-
sists in the following. The pure CDW phase (denoted by 
bold lines) is possible only at 0 0> = / 2Neσ σ , where 

2.718...Ne ≈  is Napier's constant, and provided that the 
total FS dielectrization takes place. The latter corresponds 
to = 45α °  for the checkerboard and = 90α °  for the un-
idirectional CDW configuration. Each solid curve divides 
the plane 0α −σ  into the pure BCS (to the left) and 
BCS + CDW (to the right) areas. The partially dielectrized 
phase is supposed to be inherent for cuprates ( = 0β °) and 
corresponds to the ubiquitous state of high- cT  oxides with 
pseudogaps. Their presence may, however, be hidden be-
cause of the spatially nonhomogeneous pseudogap distri-
bution [30,96,109,131]. Nevertheless, the pseudogap fea-
tures can be clearly seen as smeared dip-hump features in 
cuprate tunnel spectra [119,132,133,153]. 

There is also important indirect evidence that CDW-
driven pseudogaps do exist. We mean the anomalously 
large values of the ratio 5.5 13R≤ ≤  for various cuprates 
[71,154].The same is true for iron-based pnictides and 

chalcogenides [154]. The observed values of the ratio 
strongly exceed the weak-coupling s- and d-wave universal 
numbers s

BCSR  and 4.28d
BCSR ≈ , respectively. Strong-

coupling effects alone [155] cannot explain such a huge 
discrepancy with weak-coupling theories [40,154]. On the 
other hand, the CDW influence, which reduces, but non-
uniformly, both the (0)Δ  and cT  magnitudes, is capable of 
explaining the experimental results [128]. Figure 3(a) illu-
strates how the ratio R  increases with the growth of α . 
Note that this increase is accompanied by a rapid reduction 
of cT . This correlation qualitatively agrees with the beha-
vior of underdoped cuprate compositions with extremely 
high R 's and reduced cT 's as compared with optimally 
doped samples. The approximate proportionality between 
R  and cT  [154] does not work here. Figure 3(b) exhibits 
the variation of the ratio R  in a wider range of parameters 

0σ  and α , for which Fig. 3(a) is a cross-section. One can 
see that R  can acquire not only values that substantially 

Fig. 2. Calculated phase diagrams for 
2 2

4
dx y
CDWS −  and 

2 2
2

dx y
CDWS −

superconductors ( = 0 ),β °  as well as 4
dxy
CDWS  and 2

dxy
CDWS  ones

( = 45 )β ° . The gray boundaries correspond to the pure BCS d-
wave superconductor, and the bold black ones to the pure CDW
metal. The horizontal boundary at = 45α °  is actual only for the
checkerboard CDW configuration. See other notations and expla-
nations in the text. 
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exceed the d
BCSR  constant, but it also can decrease as 

compared to this value, even down to zero (!), although in 
rather a narrow parameter range. As for Fe-based super-
conductors, their high R  values [154] might be connected 
to the coexisting superconductivity and SDWs [147,156]. 
The detrimental action of the latter on the former is very 
similar to the influence of CDWs on superconductivity 
analyzed in this work. However, the corresponding calcu-
lations have not been made yet. 

In Fig. 2 one can see a hatched region with peculiar 
properties, namely the T-reentrance of CDW dielectric 
order parameter. This region exists if = 0β °, but is absent 
if = 45 .β °  This phenomenon is caused by a slightly differ-
ent steepness of Δ(T)-dependences for s- and d-wave 
mean-field BCS order parameters (whatever their micro-
scopic origin) [129,130]. As a consequence, it may happen 
that, for certain parameter values, the distortion of ( )TΣ  
by its ( )TΔ  counterpart leads to the total suppression of Σ  
in a T-range from zero up to a certain temperature rT , i.e., 
in essence, to the disappearance of CDWs in this T-interval 
[32]. This predicted phenomenon remains to be found ex-
perimentally. In the case of unidirectional CDWs ( = 2),N  
the α-reentrance of Σ  should also take place, as can be 
seen from Fig. 2. 

5. Josephson tunneling through junctions involving 
CDW d-wave superconductors 

The coexistence between the order parameters of differ-
ent symmetries and the reentrance behavior should inevita-
bly influence the Josephson current in junctions involving 
CDW superconductors with d- or extended s-wave pairing 
symmetry. 

5.1. Theory 

Owing to the quasi-two-dimensional character of the FS 
for high- cT  oxides, the simplest geometry of the tunnel 
junction between such two superconductors is chosen. 
Namely, the c -axes of the both are assumed to be parallel 
to each other and to the junction plane. 

In the tunnel Hamiltonian approach, the dc Josephson 
critical current through a tunnel junction between two su-
perconductors, whatever their order parameter symmetry, 
is given by the general equation 

 i 2
( ) = 4 F ( )F ( ),'

c n n
n

I T eT T +

ω
ω −ω∑ ∑pq

pq
p; q;  (8) 

Here, iT pq  are the matrix elements of tunnel Hamiltonian; 
they correspond to various combinations of FS sections for 
superconductors taken on different sides of tunnel junction; 
p  and q  are the transferred momenta; > 0e  is the ele-
mentary electrical charge, and F( ; )nωp  and F ( ; )n′ −ωq  
are Gor'kov Green's functions for superconductors to the 
left and to the right, respectively, of the tunnel barrier 
(the primed quantities will be associated with the r.h.s. 

electrode). The internal summation is carried out over 
the discrete fermionic “frequencies” = (2 1)n n Tω + π , 

= 0, 1, 2,n ± ± … . The external summation takes into ac-
count the possible anisotropy of electron spectra ( )ξ p  and 

( )′ξ q  in both superconductors in the manner suggested 
long time ago for all kinds of anisotropic superconductors 
[157], the directionality of tunneling [158,159], and the 
dielectric electron-hole (CDW) gapping of the nested FS 
sections (if any) [160]. Let us assume for definiteness that 
F( ; )nωp  corresponds to a high-Tc oxide superconductor 
(CDW gapped, in the general case) with a d-wave or an 
extended s-wave order parameter ( sym

CDWNS  in our nota-
tion). At the same time, F ( ; )n′ ωq  may correspond to ei-
ther the same high-Tc oxide ( sym

CDWNS ) or an s-wave iso-
tropic superconductor of the original BCS model ( s

BCSS ) 
with the order parameter ( )sBCS TΔ  [40]. Thus, we restrict 
ourselves to two representative cases: (i) a junction involv-
ing identical high- cT  superconductors, i.e., the symmetric-
al setup sym sym ,CDWN CDWNS I S− −  and (ii) a nonsymmetrical 
one, sym s

BCSCDWNS I S− − . In both cases, the parameter 
“sym” will be varied. The expressions for relevant Green's 
functions can be found elsewhere [33]. 

As an example, Fig. 4 illustrates both those cases if the 
CDW superconductor to the left (and to the right in the 

symmetrical case) is 
2 2

4
dx y
CDWS − . We consider the gap rose of 

the CDW superconductor to the left from the junction 
plane to be oriented at an angle γ  with respect to the nor-
mal to the plane. Note that the orientation direction of the 
whole CDW d-superconductor is defined as that of the 
bisectrix of the positive superconducting order parameter 
lobe. The gap rose of the superconductor to the right from 
the junction is, in the general case, oriented at a different 
angle, ′γ , with respect to the normal. For the nonsymme-
tric junction geometry, the gap rose of the r.h.s. supercon-
ductor ( s

BCSS ) is an isotropic circle. 

n

�

�

2 2

4

( )d
x y

CDW
S

D
�

�

( )s
BCSS

� �

�/2

–�/2

Fig. 4. Orientations of gap roses in both electrodes with respect to 
the normal n  to the junction plane for the symmetrical, 

2 2 2 2
4 4 ,

d dx y x y
CDW CDWS I S− −− −  and nonsymmetrical, 

2 2
4 – – ,

dx y s
BCSCDWS I S−

junction configurations. 
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Specifying the dc Josephson current (8), we introduce 
two kinds of directionality. The first one involves the fac-
tors ,g nd ⋅v n  and ,g d ⋅v n  [161,162], where , =g nd nd∇ξv  
and , =g d d∇ξv  are the quasiparticle group velocities for 
proper FS sections. Those factors can be considered as 
proportional to the number of electron attempts to pene-
trate through the barrier [163]. In the framework of the 
phenomenological approach adopted here, this multiplier 
can be factorized into cosθ , where θ  is the angle at which 
the pair/quasiparticle penetrates through the barrier, and an 
angle-independent coefficient, which can be in the usual 
way incorporated into the junction normal-state resistance 

NR  (see below). 
In addition, in agreement with previous studies 

[158,164], the tunnel matrix elements iT pq  in Eq. (8) 
should also make allowance for the tunnel directionality 
(the angle-dependent probability of penetration through the 
barrier) [33,161,162,165]. For instance, if the tunnel bar-
rier is considered a finite-width rectangle, the tunnel prob-
ability becomes much higher for the particles moving per-
pendicular to the barrier plane [165]. Since we do not 
know the actual dependences for realistic junctions from 
microscopic considerations, we, shall hereafter simulate 
the barrier-associated directionality as the n-th power of 
cosθ . In specific calculations, we put n = 2. 

Substituting corresponding expression for Green's func-
tions into Eq. (8), carrying out standard transformations [1], 
assuming the coherent character of tunneling described, 
e.g., in Refs. 50, 158, 165, as opposed to the noncoherent 
approximation [166,167] valid for isotropic superconduc-
tors, and making some simplifications, we obtain the fol-
lowing formula for the dc Josephson current across the 
symmetrical or nonsymmetrical tunnel junction: 

/2

/2

1 1( , , ) =  cos  ( ) ( , , , ),
2c

N
I T d W P T

eR

π

−π

′ ′γ γ θ θ θ θ γ γ
π ∫  (9) 

where (cf. Refs. 157, 160) 

 ( , , , ) = ( , ) ( , )P T T T′ ′ ′θ γ γ Δ θ − γ Δ θ − γ ×   

 
{ }

{ }max ( , ), ( , )

min ( , ), ( , )
tanh

2

D T D T

D T D T

xdx
T

′ ′θ−γ θ−γ

′ ′θ−γ θ−γ

× ×∫
  

 
( ) ( )2 2 2 2

1 .
( , ) ( , )x D T D T x

×
′ ′− θ − γ θ − γ −

 (10) 

As before, the primed quantities are associated with the 
r.h.s. electrode. The parameter NR  is the normal-state re-
sistance of the tunnel junction determined by i

2
T pq with-

out the factorized multiplier ( )W θ . Integration over the 
angle variable θ  is carried out within the interval 

/ 2 / 2−π ≤ θ ≤ π , i.e., over the “FS semicircle sections” 
turned towards the junction plane. As was also indicated 

above, we put 2( ) = cosW θ θ  in subsequent calculations. 
Formula (9) was obtained in the weak-coupling approxi-
mation [166], i.e., the reverse influence of the energy gaps 
on the initial FS was neglected. 

At ( ) 1W θ ≡  (the tunneling directionality associated 
with the θ-dependent barrier transmittance is neglected), 
when putting ( ) = 1'fΔ  (actually, it is a substitution of an 
isotropic s-superconductor for the d-wave or extended s-
wave ones) and ( ) = 0'fΣ  (the absence of CDW-gapping), 
as well as substituting cosθ  by 1  (the absence of tunnel 
directionality), Eq. (9) expectedly reproduces the famous 
Ambegaokar–Baratoff result for tunneling between con-
ventional s-wave superconductors [1,166,167] On the other 
hand, if the directionality and dielectric gapping are ex-
cluded, but fΔ  and 'fΔ  are retained, we arrive at the Sig-
rist–Rice model [168]. Note, that we restricted ourselves to 
the classical tunnel junction [166,1], which is a strong-
barrier limit of a more general model [169]. It means that 
Andreev-Saint-James reflection processes [9,170–172] 
were disregarded. 

In this paper, we do not consider the T-dependences of 
Josephson current, leaving this problem to be tackled in a 
separate paper. Our main goal here is to analyze whether it 
is possible to determine the type of superconducting pair-
ing in high- cT  oxides, which we regard as CDW d- or ex-
tended s-wave superconductors. Therefore, all further cal-
culations will be carried out for the zero temperature, 

= 0.T  We also introduce the dimensionless Josephson 
current 2

0= (2 / ) ( = 0)c N ci eR I TΔ . 

6. Josephson tunneling. Results and discussion 

Symmetrical Josephson junctions of the 
sym sym
CDWN CDWNS I S− −  type demonstrate more diversified 

characteristics due to the availability of a larger number of 
problem parameters and their possible combinations as 
compared to the nonsymmetrical sym s

BCSCDWNS I S− −  case. 
Hence, let us begin with the symmetrical case. 

6.1. Symmetrical junctions. CDW-governed dependences 

The relevant electrode parameters are = ,'α α  = ,'β β  
= ,N N'  0 0= 'σ σ , and (in the general case) 'γ ≠ γ . To 

elucidate the effects induced by CDW parameters, let us 
put = = 0'γ γ . 

As was shown earlier [160,173] for competing s-wave 
superconductivity and CDWs, the growth of each of the 
parameters 0Σ  and α  of CDW gapping, which is detri-
mental for superconductivity, results in a suppression of 
the Josephson tunnel current magnitude. The same should 
be true for the considered case of d-wave superconductors. 
Indeed, this is demonstrated in Fig. 5 for the symmetrical 

2 2 2 2
4 4

d dx y x y
CDW CDWS I S− −− −  junction with = = 0'γ γ . It is in-

structive to compare both panels with the phase diagram 
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for = 0β °  in Fig. 2. The curves presented in each of the 
panels correspond to the phase diagram scanning along 
either the σ0- or a-axis. The horizontal sections of the 

curves correspond to the d
BCSS  state of electrodes. If 

= 45α °  (the full FS dielectrization), the states with 

0 0>σ σ  are a pure CDW nonsuperconducting metal so 
that the current ci  in Fig. 5(b) vanishes for them. 

Since the results of the interplay between CDWs and 
superconductivity depends on the degree of overlapping 
between superconducting lobes and CDW sectors, it is of 

interest to carry out the same estimations for the case when 
both electrodes are CDW xyd -wave superconductors 

( = 45 ),β °  i.e., for the 4 4
d dxy xy
CDW CDWS I S− −  junction. The 

corresponding results are depicted in Fig. 6. They testify 
that the detrimental action of CDWs on superconductivity 
is weaker in this case and the relevant dependences are 
smoother, which could be observed experimentally. 

The both figures demonstrate that the growth of each of 
the CDW-related control parameters 0σ  and α  inhibits 
the superconducting coherent current. Their cumulative 

Fig. 5. Dependences of the dimensionless Josephson tunnel current ci  (a) on 0σ  at various α  and (b) on α  at various 0σ  for the

symmetrical 
2 2 2 2

4 4
d dx y x y
CDW CDWS I S− −− −  junction with = = 0'γ γ . 
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action also expectedly and effectively reduces the magni-
tude of the Josephson current through the tunnel junction. 
Moreover, the significant drop of the calculated Josephson 
current with the increase of either α  or Σ  (or the both) 
correlates well with the observed doping dependence of the 
currents across mesa structures of Bi2Sr2CaCu2O2 with the 
intrinsic Josephson inter-layer coupling [120]. For in-
stance, the pseudogap at > cT T  [ 2 ( > ),cT TΣ  in our nota-
tions] changes from 131 9 meV±  for the sample with an 
average number of holes per Cu atom = 0.126p  and 

74.9 KcT ≈  to (71 11) meV±  for the sample with = 0.186p  
and 78.2 K.cT ≈  At the same time, the critical Josephson 
current at = 10 KT  changes from 0.561 to 24.69 kA / cm . 
One should note that both the CDW sector width and the 
amplitude of dielectric gap vary from sample to sample in 
such experiments, as is known from the totality of mea-
surements concerning Bi2Sr2CaCu2O8+δ including ARPES, 
STM and break-junction investigations [13,30–32,48,71, 
116,119,174–186]. 

Attention is attracted by the nonmonotonic ic(α)-de-
pendence for 0 = 0.5σ  in Fig. 6(b). A comparison with the 
phase diagram for = 45β °  in Fig. 2 shows that it is a result 
of electrode transformation into the pure d

BCSS  state. To a 
great extent, it is connected with the crossing of the solid 
curve in the phase diagram that separates pure BCS and 
BCS + CDW states. Figure 2 demonstrates that, in the case 
of unidirectional CDW configuration and in a certain vi-
cinity of 0 = 0.5σ , such a crossing is quite possible. 
Therefore, let us consider the corresponding ic(α)-de-
pendences (Fig. 7). 

In the case of 
2 2 2 2

2 2
d dx y x y
CDW CDWS I S− −− −  junction 

(Fig. 7(a)), CDWs are absent at small α's so that the cur-
rent is constant, then the phase boundary with the reentrant 

region is crossed and the current starts to decrease with α. 
After reaching a σ0-dependent minimum the current begins 
to grow finally approaching the initial value for 0 = 0.45σ  
or 0.5. However, if the value 0σ  exceeds 0.5 the restora-
tion of ci  is incomplete since in this case the reentrance 
ceases to exist. Nevertheless, the ascending branch of 

( )ci α  survives testifying to the proximity to the singular 
point ( = 90α °, 0 = 0.5σ ). Thus, measurements of the Jo-
sephson current amplitudes may also serve as a probe of 
the CDW appearance in the superconducting state. 

For hypothetical 2
dxy
CDWS -superconductors, the situation 

is in some sense opposite (Fig. 7(b)). According to the 
phase diagram with = 45β °  in Fig. 2, small α's correspond 
to the 2

dxy
CDWS -phase. With growing α, the CDW destruc-

tive influence on superconductivity starts to increase, 
which can be seen in Fig. 7(b) as a reduction of ci . But for 
large enough α 's , the vertical path ( 0σ  is kept constant!) 
on the phase plane approaches the boundary with the pure 
superconducting d

BCSS  phase so that ci  counter-intuitively 
begins to increase tending to the plateau value. This is true 
for 0 = 0.45σ  and 0.5. On the other hand, when 0 > 0.5σ  
( 0 = 0.55σ  in 7(b)), Σ  reappears in the neighborhood of 

= 90α D  (the inverse reentrance as compared to that for 
= 0 )β ° , and the current ci  rapidly drops. 

6.2. Symmetrical junctions. Angular dependences 

Now, consider the angular dependences of tunnel cur-
rent describing the influence of different crystal orienta-
tions relatively to each other and to the junction plane. In 
this paper, we confine the consideration to the case when 
the orientation of the r.h.s. electrode with respect to the 
junction plane is fixed ( = 0'γ , see Fig. 4). 

Fig. 7. Dependences of ci  on α  at various 0σ  for the symmetrical (a)
2 2 2 2

2 2 
d dx y x y
CDW CDWS I S− −− −  and (b) 2 2

d dxy xy
CDW CDWS I S− −  junc-

tions with = = 0'γ γ . 
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In Fig. 8, the curves ( )ci γ  are presented for 
2 2

4
dx y
CDWS −  

electrodes with a fixed α  and varying CDW amplitudes 
0.σ  This set of parameters approximately corresponds to a 

high- cT  oxide with varying doping level. The approxima-
tion of this compliance, as has already been indicated, con-
sists in the impossibility of changing Σ  and leaving α in-
tact. Nevertheless, as follows from the large body of 
experimental data, the pseudogap onset temperature and 
the pseudogap magnitude change more rapidly than the 
corresponding CDW-sector width, thus making our inter-
pretation plausible. Anyway, the influence of 0σ  severely 
distorts the standard periodic curve appropriate to 2 2x yd − -
superconductors. Namely, the considered set-up symmetry 
results in the complete compensation of contributions from 
elementary Josephson 0- and π -junctions at = 45γ °  for 
CDW-free compositions [9]. As one sees from Fig. 8(a), 
the growing 0σ  first creates wide plateaux in the neigh-
borhood of = 45γ ° . When 0σ  becomes large enough, we 
arrive at three ascending and three descending sections in 
the ( )ci γ -dependence in the range ( 90 , 90 )− ° + °  instead of 
the initial one ascending and one descending branch. If the 
crystal on the r.h.s. of the junction is rotated by 45° with 
respect to the normal n  and the dependence ( )ci γ  is cal-
culated for the same parameters, the results are different 
(see Fig. 8(b)). The difference consists not only in the shift 
of the whole dependence by 45°, but also in its less smooth 
character, so that the curve may even change its slope sign 
within certain sections at certain parameters. 

As is clear from the aforesaid, the control CDW para-
meter α  should affect the angular dependences of the tun-
nel current. The corresponding plots are exhibited in 
Fig. 9. We see that the ci -magnitude is suppressed by 
growing α , whereas the dependence ( )ci γ  itself becomes 
complicated, similarly to what was observed in Fig. 8. 

As was discussed above, CDWs in cuprates are either 
checkerboard-like or unidirectional ones. It is clear that the 
gap rose ( , )D T θ , which together with the profile ( , )TΔ θ  
determines the angular dependence of ci  (see Eq. (10)), is 
“more anisotropic” in the latter case. The “checkerboard” 
gap rose has the four-fold symmetry, whereas the “unidi-
rectional” pattern has only the two-fold one (see Fig. 1(b)). 
Therefore, the angular dependences for symmetric junc-
tions composed of 2

d
CDWS  electrodes must be more pro-

nounced that those for 4
d
CDWS  ones with identical other 

parameters. The corresponding results are compared in 

Fig. 8. Dependences of ci  for the symmetrical junction between 
2 2

4
dx y
CDWS −  electrodes with = 15α °  and various 0σ 's on the l.h.s.-

electrode orientation γ  for the fixed orientation of the r.h.s. electrode = 0'γ  (a) and 45° (b). 
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Fig. 10. It is readily seen that the appearance of “addition-
al” CDW sectors enhances FS dielectrization so that the 
amplitude of ci  oscillations expectedly decreases. At the 
same time, the “checkerboard” dependence turns out 
“more structured”, because the oscillations produced by 
both superconducting lobes and CDW sectors become 
more observable. 

Oscillations in the ( )ci γ  dependence stem from the sign 
alternation of superconducting lobes in the case of d-wave 
pairing symmetry. Therefore, it is also instructive to com-
pare critical currents across junctions involving super-
conductors with other possible order parameter symme-
tries. The results of such a comparison are shown in 
Fig. 11 for symmetrical junctions sym

2CDWS  electrodes, 

where the parameter 2 2sym = ,x yd −  ext
2 2x y

s
−

, and s in panel 
(a), and sym = ,xyd  ext

xys , and s  in panel (b). In the case of 
s-wave symmetry, we need to introduce the orientation 
parameter CDWγ  for CDW sectors, because the supercon-
ducting order parameter is isotropic In all three cases in 
each panel, the orientations of CDW sectors with respect to 
the junction plane are identical, being fixed for the r.h.s. 
electrode. The unidirectional CDW configuration was se-
lected, because in the xyd -cases nonsymmetrical ( )ci γ  
dependences are obtained. The figure demonstrates that 

( )ci γ  dependences are very sensitive to the type of super-
conducting pairing symmetry. Hence, should such an expe-
rimental setup be possible, it could provide information 
concerning not only the pairing symmetry, but also the 
CDW configuration (checkerboard or unidirectional). 

6.3. Nonsymmetrical junctions 

In this case, the isotropic weak-coupling BCS super-
conductor s

BCSS  on the r.h.s. of the sym s
BCSCDWNS I S− −  

junction is characterized by a single dimensionless isotrop-
ic parameter 0= ( = 0) /BCS T∗δ Δ Δ  (see Fig. 4). Its magni-
tude is assumed to be 0.1 throughout this section, which 
roughly corresponds to the ratio between the gaps in Nb 
(the r.h.s. electrode) and, say, Bi2Sr2CaCu2O8+δ or 
YBa2Cu3O7–δ taken as the left hand side electrode. 

Let us first consider the anomalous behavior of ( )ci α  in 
the reentrance phase-space 0( )σ −α  region of the left elec-
trode. In Fig. 12 the currents through the junction between 

the 
2 2

2
dx y
CDWS −  (a) or 2

dxy
CDWS  (b) on the l.h.s. and the s

BCSS  
electrodes on the r.h.s. of the junction are shown for vari-
ous σ0's. The dependences are similar to those depicted in 
Fig. 7 for symmetrical junctions with the identical parame-
ters for both sym

2CDWS  electrodes. At the same time, the cur-
rent amplitudes are essentially smaller due to the smallness 
of parameter = 0.1.BCSδ  

Fig. 10. Dependences of ci  on the l.h.s.-electrode orientation γ

for the symmetrical junction between 
2 2

4
dx y
CDWS −  or 

2 2
CDW2
dx yS −

electrodes with 0 = 3σ  and = 15α °. The orientation of the r.h.s.
electrode is fixed, = 0'γ . 
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Outside the reentrance region of the phase diagram 
dependences, ( )ci α  are monotonic and intuitively clear. 
Examples of such currents are shown in Fig. 13 for the 

nonsymmetrical 
2 2

4
dx y s

BCSCDWS I S− − −  junction. The trend 
found here correlates with the experimental results [120]. 
One sees that the increase of the dielectric gap (or, accord-
ing to our hypothesis concerning the CDW-related pseudo-
gap origin, the temperature of the pseudogap appearance) 
leads to a rapid decrease of ci  similar to that discussed for 
the symmetrical case (see Fig. 5). 

As for the sample-orientation dependences, nonsym-
metrical junctions provide fewer possibilities to our dis-
posal than their symmetrical analogues. Therefore, we 
shall restrict ourselves only to one representative example. 
In Fig. 14, the dependences ( )ci γ  are demonstrated for the 

junction configuration 
2 2

4
dx y s

BCSCDWS I S− − − . We see that 

ci  is suppressed by CDWs for all angles γ , but the gener-
al periodic character of dependences characteristic of the 
junctions concerned does not change. 

 

Fig. 12. The same as in Fig. 7, but for the non-symmetrical
2 2

2 
dx y s

BCSCDWS I S− − −  (a) and 2
dxy s

BCSCDWS I S− −  (b) junctions. The para-
meters of sym

2CDWS  electrodes are the same as in Fig. 7, and = 0.1BCSδ . See explanations in the text. 

0.110
0.110

0.109

0.108

0.107

0.105

00 6060 3030 9090

�0 =�0 =
0.450.45

0.50.5

0.550.55

ic ic

(b)(a)

�, deg�, deg

Fig. 13. The same as in Fig. 5, but for the nonsymmetrical 
2 2

4
dx y s

BCSCDWS I S− − −  junction. The parameters of sym
4CDWS  electrodes are

the same as in Fig. 5, and = 0.1BCSδ . 

0.1

0 0.5 1.0 1.5 2.0

ic

(a)

�0

� =
10°
20°
25°
29°

0.1

0 10 20 30 40

�0 =
0.5
0.8
1.0
1.5

ic

(b)

�, deg



Charge density waves in d-wave superconductors: thermodynamics and Josephson tunneling 

Low Temperature Physics/Fizika Nizkikh Temperatur, 2013, v. 39, No. 3 315 

7. Conclusions 

Our results reported here together with the evidence 
collected earlier [27–32] testify that there are quite a num-
ber of superconductors with CDWs. The latter may consti-
tute a true long-range order or cover a finite-range area so 
that CDW correlations may be regarded sooner as a dyna-
mical fluctuation phenomenon. In both cases, CDWs and 
superconductivity are antagonists. 

For CDW d-wave superconductors, the interplay be-
tween those two kinds of reconstructed states leads to a 
number of unusual consequences. In particular, the T-re-
entrance of dielectric order parameter Σ  may exist. This 
behavior of ( )TΣ  could be observed in tunneling spectros-
copy or ARPES measurements. On the other hand, the influ-
ence of CDWs on superconductivity may result in anoma-
lously large ratios 2 (0) / > 5.5cTΔ , which are inherent to 
high-Tc oxides — especially with underdoped compositions. 

Our calculations showed that CDWs can be probed and 
studied by means of coherent superconducting tunneling. 
The interplay between CDW manifestations, tunnel direc-
tionality, and possible unconventional symmetry of the 
superconducting order parameter should lead to an in-
volved ( )ci γ  behavior with two superimposed periodicities 
in those dependences. Symmetrical junctions (break-
junctions, mesas) turn out more suitable in comparison 
with nonsymmetrical ones (STM) in revealing CDW-re-
lated effects. 

The results obtained confirm that the dc Josephson cur-
rent is always suppressed by electron-hole CDW pairing. 
As concerns the quasiparticle current, the interpretation of 
experimental results may be much more ambiguous. In par-
ticular, the states in the nodal region of FS in d-wave su-

perconductors are also engaged into CDW gapping [30–32, 
128–130,187] so that the tunnel spectroscopy or/and 
ARPES feels the overall energy gaps, which are larger than 
their superconducting constituents. 

We demonstrated that the emerging CDWs distort the 
dependence of the critical Josephson current cI  on the 
angle γ  between a certain crystal axis and the normal n  to 
the junction plane, whatever the symmetry of supercon-
ducting order parameter is. At the same time, if the s-wave 
contribution to the actual order parameter in a cuprate 
sample dominates up to the complete disappearance of d-
wave component, the ( )cI γ  dependences for junctions 
involving CDW superconductors are no longer constant in 
contrast to the CDW-free case. This prediction can be veri-
fied for CDW superconductors with a fortiori s-wave order 
parameters (such materials are quite numerous [27–32]). 

In this paper, our approach was purely theoretical. We 
did not discuss unavoidable experimental difficulties if one 
tries to fabricate Josephson junctions suitable to check the 
results obtained here. We are fully aware that the emerging 
problems can be solved on the basis of already accumu-
lated knowledge concerning the nature of grain boundaries 
in high-Tc oxides [51,188–198]. Note that the required 
junctions can be created at random in an uncontrollable 
fashion using the break-junction technique [116]. This me-
thod allows the CDW (pseudogap) influence on the tilt-
angle dependences to be detected rather easily. In other 
words, measurements of the Josephson current between an 
ordinary superconductor and a d- or extended s-wave one 
or between two unconventional superconductors (first of 
all, high-Tc oxides) would be useful for detecting a possi-
ble CDW influence on the electron spectrum of electrodes. 
Similar studies of iron-based superconductors with doping-
dependent SDWs would also be of benefit (see, e.g., recent 
Reviews [147,156,199]), since CDW and SDW supercon-
ductors have a number of similar properties [27–29]. 
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