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BusiBieHHs Ta po3ni3HaBaHHs 00’ €KTIB
Ha 300pakeHHsx Ha ocHOBI MKB-knacudikaropa

In article the algorithm of combination of the binary properties widely used in practice at system engineering of the
automatic analysis of the visual information, in the form of the MKV-classifier is offered. Problems of training and using
of MKV- classifiers for the decision of detection problems and recognition of objects are considered. The offered
algorithms of training allow to generate more effective recognizing rules in comparison with known algorithm
AdaBoost, in particular it is essential to reduce number of used properties at identical classifying ability, at the expense
of more exact description of position of objects in feature space. Possibility of representation of the MKV- classifier in
the form of a decisions tree allows increasing essentially of computing efficiency of classification process.
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B craTbe mpeiaraetcs aroput™ O0beIMHEHNs OMHAPHBIX CBOMCTB, LIMPOKO HUCTONB3YEMbIX Ha MPAKTUKE TPH
pa3paboTKe CHUCTEM aBTOMATHUYECKOTO aHajm3a BH3yalnbHOW wH(popMmarmy, B Bume MKB-kmaccugpukartopa.
PaccmarpuBarotcsi BOMpOckl 00ydeHus: W ucnoib3oBanus MKB-knaccuukaTopoB Iisi pelieHds 3aaad
o0HapyXeHHsl U pacrno3HaBaHus 00bekToB. [IpeisioxKeHHble arOpUTMbI 00YYeHHs MO3BOJISIOT IeHEPHPOBATH
Oosnee 3(deKTHBHBIE pelIaloIre MpaBujia M0 CPABHEHHIO ¢ M3BECTHBIM anroputMoM AdaBoost, B 4acTHOCTH
CYILECTBEHHO COKPATHTh YKCIIO HCTIOB3YeMbIX CBOMCTB IPH OJMHAKOBOM KiaccuHLMpyroLieil criocoGHoCTH, 32
cuet GoJiee TOYHOTO OMUCAHMS MOJNOXKEHHS] 0OBEKTOB B MIPOCTPAHCTBE MPU3HAKOB. BO3MOXKHOCTD Mpe/IcTaBIeHHS
MKB-knaccugukaropa B BHAE JepeBa PEMIEHWH TO3BOJIAET CYIIECTBEHHO YBEJIMYHWTh BBIYUCIUTEIHHYIO
3¢ PeKTUBHOCTS Mpoliecca KiIacCUDUKALMN.

KuroueBble cjioBa: pacrno3HaBaHue W300paxkeHui, oOHapykeHHe 0ObEKTOB,

aHanu3 U300parkeHUi, Kiaccudukanus n300paKeHuH.

V cTarTi NpONOHYETHCS AITTOPUTM 00’ €THAHHS OIHAPHUX BJIACTUBOCTEH, IMPOKO BUKOPUCTOBYBAHNX Ha TPAKTHLI
npu po3polIi CHCTEM aBTOMAaTUYHOTrO aHaiizy BizyanbHOl iH(opmauii, y Burnsai MKB-knacudikatopa.
PosrasnatoTecst muTanHs HaB4aHHS 1 BUKkoprctanHd MKB-knacugikaTopiB 11t BUpILIeHHS 3aBAaHb BUSBICHHS
i po3nizHaBaHHA 00’ €KTiB. 3aNpPONOHOBaHi aITOPUTMU HaBUAHHA TO3BOJISIIOTh F€HEPYBATH OUIbII €()eKTUBHI
BHpILIyIOUM TpaBWia B TOPIBHAHHI 3 BigoMuM anroputMoMm AdaBoost, 30kpeMa iCTOTHO CKOPOTHTH YHCIIO
BHUKOPHCTOBYBAaHMX BJIACTMBOCTEH MpHM OJHAKOBill AKOCTI Kiacudikalii 3a paXyHOK OLUIbLI TOYHOTO OMNMCY
TIOJIOXKEHHS 00’€KTIB y mpocTopi 03HaK. MoxmuBicTh mpeacTaBieHHs MKB-kinacudikaropa y Bursigi nepesa
pillieHb J03BOJISE€ ICTOTHO 30LTBILIMTH OOYUCITIOBANIBHY €(EeKTHBHICTh MpoLecy Kiacupikaryi.

KuiouoBi cjioBa: po3nizHaBaHHs 300pakeHb, BUSBJICHHs 00’ €KTIB, aHali3 300paXkeHb,
kiacugikalis 300paxkeHs.
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Detection and recognition of objects on images

The area of automation of processes of perception and the analysis of visions is the
important direction in sphere of problems of an artificial intelligence. On the one hand within
this direction the problems of modeling of human visual perception that is necessary for
development modern robot systems as the visual channel of reception of the information about
space around is one of the most powerful are considered. On the other hand, there is a
necessity of the effective solutions of set of the applied problems connected with automation of
processing of visual patterns, presented in the form of images.

The problem of the automatic analysis of the image in many practical appendices is
divided into two consecutive stages: detection and recognition of objects. This division can be
considered as model of visual perception of the human, consisting in attention focusing on
certain objects of interest and the subsequent their more detailed analysis.

As a rule, interesting objects occupy not all image, but its separate subareas which are
necessary for defining during a detection stage. After that, on an input of classifier the
fragments of the initial image representing the images only of interesting objects arrive and the
recognition stage is carried out.

It is possible to present the decision of problems of detection and recognition of objects
on the images in the form of the classifier on which input the image or its fragment moves, and
on an output a class number to which it belongs comes back. Difference consists only in
number of classes (at their detection two — object and not object) and number of operations of
classification which is necessary for executing at the analysis of the initial image. So at
recognition their number is equal to number of the found objects, and at detection — to number
of possible fragments of the image which can contain object. Considering that required objects
can be located in any place of the image and can have various scales, the number of operations
of classification at detection by multiscale scanning of the image can be big enough. Therefore
for acceleration of process of search of objects except enlargement of spatial and scale steps of
pass under the image use calculative more simple classifiers that is reached at the expense of
use of quickly calculated features (for example, Haar-like properties) and using of the cascade
of classifiers [1], [2]. Thus, the basic problem at the decision of problems of detection and
recognition of objects on images is construction of effective classifiers of images.

In the present article the way of construction and training of the classifiers based on the
analysis of vertexes of a multidimensional cube is offered, and also results of testing of the
received classifiers on problems of detection of lips on the image of the face and recognition of
symbols on car plates are resulted.

MKV -classifier construction

One of ways of the decision of recognition problems is construction of classifier on the
basis of combination of simple, but insufficiently effective separately features, according to
some algorithm of the training, which purpose to minimize a classification error. Algorithm
AdaBoost concerns such algorithms is popular and often used for the decision of problems of
recognition of visual patterns. Algorithm AdaBoost uses the approach to the classification
training, based on combination of a set of ineffective elementary classifiers (EC) in one, better,
on the basis of their linear combination. If such classifiers are binary (return two values, for
example, 1 and 0) for their combination the classical approach offered by Schapire, etc. [3-5] is
used.

In case of use of binary elementary classifiers position of objects in space of their
representation in the form of values returned by classifiers is limited to vertexes of a cube,
which has dimension equal to number of used classifiers. At such arrangement of objects, their
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linier classification is rough enough, especially if the number of classifiers is insignificant. For
the better description of position of objects in space, it is expedient to use the data about an
arrangement of training objects in vertexes of a multidimensional cube. We name such
classifier — the MKV-classifier. At such approach, each from the limited set of vertexes is
allocated with attribute of an accessory to a certain class. At classification the object gets
according to the accepted values of a set of elementary classifiers to one of cube vertexes, and
belongs to the class according to attribute of the given vertex. At the decision of two class
problems of recognition where one class corresponds to some object, the second — to a
background, sufficient is to mark the vertexes belonging to one of classes, and all the others
will automatically concern objects of the second class. The last to the full concerns a problem
of search of objects where classification of (object / all the rest) is necessary.

As the quantity of vertexes very quickly increases with growth of number of classifiers
(2"), at binary classification it is convenient to use representation of the classifier in the form
of a decisions tree.

Recognizing object

EC 1
0 1
EC2 EC2
0 1 0 1
EC3 EC3 EC3 EC3
| ol o ol I
T Class attribute LY

Fig. 1 — The scheme of representation of the MK V-classifier made on a set
of elementary binary classifiers, in the form of a decisions tree

At considerable quantities of used elementary classifiers the number of vertexes of a
multidimensional cube can be big enough, however owing to that the number of training
objects, as a rule, is not so great the number of used vertexes is limited from above to volume
of training sample.

MKYV-classifier learning

MKV-classifier training assumes a combination of quantity of EC so that crossing of
training objects of different classes in vertexes of a multidimensional cube was minimal. Any
object submitted on an input of the MKV- classifier, according to accepted values of EC gets
to one of vertex of a multidimensional cube. Thus, having a certain training set of objects and
knowing their class association, it is possible to estimate frequencies of hit of objects of
different classes in cube vertexes. Appointment of attribute of a class association of vertex is
carried out by a choice of a class to which there corresponds the maximum probability of hit in
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the given vertex. If to designate the function of the MKV- classifier returning attribute of a
class for any entrance object X as h(i), and its true accessory (correct attribute) as y for a
classification error we will have:

{Lh(ii ) #Yi»

N
E= lZ:Si , where S, =
N 0,nHaye.

i=1

Here N — number of training objects. During training EC get out so that to minimize a
classification error at each stage of new EC addition.

Process of a combination of elementary classifiers can have considerable computing
complexity owing to necessity of the decision of a problem of full search, especially at great
number of EC. At the same time, training process can be simplified considerably, having
applied by analogy with AdaBoost consecutive selection of EC during MK V-classifier formation.
The general scheme of process of training is resulted in figure lower.

1) Choosing the best first EC that gets an minimal
classification error.
2) For the all learning stage (adding new EC) t=2,...,T:
2.1) The cycle of adding of new EC to the set of EC
already added are organized;
2.2) Estimated an error of classification after adding new
EC into a MKV-classifier;
2.3) Choosing EC, that minimized a classification error of
MKYV-classifier with adding of such EC.
3) Learning process terminated after achievement of the
demanded error rate.
Fig. 2 — Algorithm of MK V-classifier learning
The most calculation difficult stage of the resulted algorithm is the estimation of an error
of the MKV-classifier with addition of new EC. For acceleration of performance of
calculations at this stage it is convenient to fill the table of the values accepted by elementary
classifiers:

Table 1 — The values accepted by elementary classifiers

NeEC Object 1 Object 2 | Object 3 Object 4 Object N

1 0 1 0 0 0

2 1 1 0 1 0

3 0 0 0 0 0

T-1 1 1 0 1 0

T - new 0 0 1 0 1

Index of the

first such

vector in 1 2 3 1 3
learning
sequence

Last line of the table contains indexes of object which has smaller or equal index in the

sequence of training objects and for which values of all EC coincide with corresponding values
EC for current object. It allows to define quantity of vertexes of a cube to which all objects of a
training set get, and to estimate frequencies of hit in each vertex of objects of each class. It allows
appointing to vertexes of attributes of classes from a condition of minimization of classification
errors.
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Last line also allows to find quickly for the first time met vector in the table, equal to a
current vector. Really, knowing values of last line without addition next EC and new EC value
for the given object it is enough to add into the table above of two lines:

Object 1 | Object2 | Object 3 Object N

Index for the first such
vector in training sequence
without addition of the last

EC

Index for the first such

vector in training sequence 1 2 10 28
if additional EC returns 0

Index for the first such

vector in training sequence 23 45 3 3
if additional EC returns 1

Calculating value of added EC for current object, and knowing the first object coinciding
with it in the list of training objects without addition of the last EC, it is possible to receive
index for the first same object, or to appoint current object as first found in sequence, as to
bring in one of the added lines of the table. The described approach allows to calculate an error
of classification after addition of the next classifier with the smaller computing expenses close
to performance of similar operation in algorithm AdaBoost.

Testing of MKV-classifier on a problem of object detection

For testing of the offered MKV-classifier the problem of detection of lips area on the
image of the face was used. As EC the rectangular logic properties offered in [6], similar to
properties, used in [1], [2] were used. As search area the area of preliminary found face con-
taining lips was considered. The database of lips images received at pronouncing of various
phonemes which position has been marked manually was used. As a training set of images of
lips the cut out images of areas of lips from database of images of faces and the images received
by their horizontal mirror reflection — total 5616 images were used. All training images are
scaled to working size of 16*16 pixels. As images of a class "Background" from database of face
images and their horizontal mirror reflections 5348 images are in a random way taken. In total
variants of images of a background containing in face image database, was nearby 461000000.
Examples of images of a training set are resulted in figure below.

s FEEFE
3E . s "H=

Fig. 3 — Training image samples:
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In the course of training on one training set of images dependences of an average error of
classification of 1 and 2 types errors (false positives and false negatives) on number of used
elementary classifiers for the MKV-classifier and the classifier in the form of the linear
combination of EC, received by AdaBoost algorithm (fig. 4 see) are received.

0.2

0.15

0.1

Classification middle error

0 50 100 150 200
Number of used EC

| ==K V-classifier ==AdaBoost |

Fig. 4 — The comparative characteristic of quality
of classifiers MKV and AdaBoost by results of training

The analysis of the received dependences shows that MK V-classifier use in comparison
with the classifier received as a result of work of AdaBoost algorithm, allows to reduce
essentially number used EC at achievement of an identical average error of classification that
gives the chance to accelerate process of performance of operation of classification
considerably. For the MKV-classifier the reduction of a training error with increase a number
of EC is greatly larger. According to the resulted dependences at use of 25 elementary
classifiers the MKV-classifier error approximately in 10 times is less, than an error of training
of algorithm AdaBoost. For achievement of such value of an error by algorithm AdaBoost it is
necessary to use a combination more than 200 EC.

Testing of MK V-classifier
on a problem of object recognition

Testing of the offered MKV-classifier for a recognition problem has been made for a
problem of classification of symbols on car plates. As a initial data for training and testing was
used a database of images of figures received by automatic segmentation of symbols on car
plates (fig. 5 see). The total image database size equaled 4300 among which each of figures
met approximately identical frequency. In a random way sets of images of each figure have
been divided into the equal parts one of which was used for the training, the second — for
testing of the trained MK V-classifier.

ONZ54568FRFONENSAR B

Fig. 5 — Examples of images was used to form training and test sets
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During training the treelike MKV-classifier using EC in form of rectangular properties,
similar used in the decision of the previous problem of detection has been constructed. The
number of properties equaled 8. Properties were combined until the achievement of an average
error on all classes less than 0.01. Dependence of an error on EC number, received during

training, is resulted in Fig. 6.
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Fig. 6 — Dependence of classification error on number of used EC, achieved during

classifier learning

After training the number of vertexes of a cube to which training objects got and which
have received attribute of a class, was equal 136 (from 256). At classifier testing for a training

set the following matrix of accepted decisions has been received:

Table 2 — The matrix of the decisions accepted by the classifier on a training set

Classes | 0 1 2 3 4 5 6 7 8 9
0 1 0 0 0 0 0 0 0 0 0
1 0 |0.99 0 0 0.005 0 0 0 0 .005
2 0 0 | 0.986 0 0 0 0.005 | 0.009 0 0
3 0 0 0.005 | 0.976 | © 0.005 0 0.015 0 0
4 0 0 0 0 1 0 0 0 0 0
5 0 0 0 0.005 0 | 0.995 0 0 0 0
6 0 0 0 0 0.006 0 0.994 0 0 0
7 0.004 | 0 0.004 0 0 0 0.991 0 0
8 0 0 0 0 0 0.009 0 0.991 0
9 0 | 0.005 0 0 0.01 0 0 0.01 .976

In the table above relative frequencies of acceptance of corresponding decisions are
resulted. The lines correspond to classes submitted on an input of the classifier, and columns —
the made decisions. Diagonal elements correspond to relative frequencies of acceptance of

correct classifying decisions.

The similar matrix has been received for the test set of images which are not crossed

with the training set (tab. 3 see).
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Table 3 — The matrix of the decisions accepted by the classifier on a test set

Classes 0 1 2 3 4 5 6 7 8 9
0 0.988 | 0.006 | 0.003 0 0 0 0 0| 0.003 0
1 0.029 | 0.951 0| 0.005| 0.005| 0.005 0 0 0| 0.005
2 0.019 0] 0.92 | 0005 0 0| 0009 | 0.042 | 0.005 0
3 0.024 | 0.005 | 0.005 | 0.941 o| o.o01 0| 0015 0 0
4 0.016 | 0.005 0 0| 0.974 0 0 0| 0.005 0
5 0.014 0 0| 0.024| 0.005 | 0.948 0 0| 0.009 0
6 0.025 0 0 0| 0.019 0| 0.944 0| 0.012 0
7 0.018 | 0.018 | 0.004 | 0.009 0 0 0| 0.952 0 0
8 0.026 0 0| 0.009 0| 0018 | 0.004 0| 0.939 | 0.004
9 0| 0024 0 0 0| 0.019 0 0| o0.01]0.947

As can see from the resulted in tables 2 and 3 matrixes the trained classifier achieve of
high efficiency and high enough characteristics of generalization of class features on training
set. Use of eight properties has allowed to receive percent of correct recognition on the average
on all classes — 0.95.

Conclusion

The approach considered in article to combination of simple properties in the MKV-
classifier allows carrying out effective training to recognition of images. On speed of training the
offered approach does not concede to algorithm of training AdaBoost, and by efficiency of
received decisions allows to reduce considerably number of used properties at preservation of
demanded quality of classification. Last characteristic of the MK V-classifier, and also possibility
of its representation in the form of a decisions tree defines high calculation performance of the
classifier, in comparison with a linear combination of EC, received at use of algorithm of training
AdaBoost. Low computing complexity in a combination to a high overall performance of the
classifier allows to use it for the decision of applied problems of detection and recognition of
objects on images that results of the spent testing have confirmed.
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RESUME

Murygin K.V.
Detection and recognition of objects

on images based on MKV-classifiers

In article the algorithm of combination of the binary properties widely used in
practice at system engineering of the automatic analysis of the visual information, in the
form of the MKV-classifier is offered. Problems of training and using of MKV- classifiers
for the decision of detection problems and recognition of objects are considered. The
offered algorithms of training allow to generate more effective recognizing rules in
comparison with known algorithm AdaBoost, in particular it is essential to reduce number
of used properties at identical classifying ability, at the expense of more exact description
of position of objects in feature space.

Last characteristic of the MK V-classifier, and also possibility of its representation in the
form of a decisions tree defines high calculation performance of the classifier, in comparison
with a linear combination of EC, received at use of algorithm of training AdaBoost. Low
computing complexity in a combination to a high overall performance of the classifier allows
to use it for the decision of applied problems of detection and recognition of objects on images
that results of the spent testing have confirmed.
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