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The article deals with information support formation problem for comprehensive state assessment definition of re-
search various nature object as a result of establishing compliance with safety requirements. The factors state
stabilization analysis methods system and stationary communication of the ”environment — object” is proposed.
On information-entropy changes assessment basis by results of cognitive analysis of graphological models of sys-
tem objects, cause-effect relationships are established for the influence manifestation between systems within object
boundaries, external environment on object as a whole. Synergetics elements use for the essential mechanisms alloca-

tion in organizing order for selective instability and the regulation or arbitrary processes consolidation synchronization

probabilistic manifestation in the interaction ”environment — object” is proposed.

PACS: 519.713:631.411.6

1. RELEVANCE OF SUBJECT,
RESEARCH TASK

Within the complex system information-entropy ap-
proach, complex systems evaluation with taking into
account the entropy-synergistic mechanisms of re-
ducing uncertainty, choice multiplicity is carried out
not by the traditional probabilistic method, but is
achieved through targeted programming of future,
predetermined parameters and modes of given sys-
tem functioning. For the main provisions formation
of developed concept, important role is assigned to
modern scientific knowledge in mathematics, physics,
astronomy, information theory, synergetic, and oth-
ers.

In works used to create an entropy-synergistic
methodology for the complex study of complex ob-
jects, noted the necessity to apply mathematical as-
pects of information theory developed by A.M. Kol-
mogorov [1], to substantiate the complex reduction of
uncertainty in the study of complex systems through
the information capacity of various types of mathe-
matical spaces. The task of managing information
processes in this case relates to information interac-
tions (relations) between the components of socio-
economic systems and subsystems, taking into ac-
count the peculiarities of their functioning and de-
velopment.

For solving complex problems various matrixes
of managerial decisions have been developed, which
allow choosing the appropriate variants of system
management according to probable situation changes
with maximization of cooperative structure informa-

tive that is the possibility of implementing systems
interaction in direction of desired effects obtaining —
a positive option, system deviation from equilibrium
— negative one. Estimation of changes and states set
realization is carried out by information-entropy sys-
tem analysis according to R. Hartley measure.

The Hartley measure is an informative level about
system state Sint,,,, indicating it as the level of com-
pliance with requirements or changes in investigated
object/system, taking into account system basis a
with coding at a certain length d for number of all dif-
ferent combinations not less than N. In this case, the
information-entropy state assessment is a reflection
of states plurality (diversity as complexity and het-
erogeneity, which allows obtaining information about
the reality of events), defined by R. Hartley formula,
according to it pithiness:

Sinfye, = k- log, N,

where k — coefficient of proportionality, scaling ac-
cording to the chosen measure of investigated system
base a.

Assessment complexity of complex systems qual-
ity is to establish structural organization conformity
with its stated objectives and conditions flow of nec-
essary processes. Correspondence as an effective eval-
uation of complex system state is established by in-
troducing entropy function of state and changes of
subject, object [2].

Thus, the problem arises of finding an informa-
tional support system for uniquely integrated eval-
uation of different nature research object as a result
of information interaction between different sides and
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an adequate reproduction of compliance with security
system requirements.

2. SUGGESTIONS AND RESULTS
DISCUSSION

Functionality is determined by processes flow there-
fore it should be characterized on the basis of special
dynamism function of investigated system, namely
on proposed correspondence entropy function. In sys-
tem analysis of complex objects concept of entropy in
the established order of their formation in the form
of proposed structural matrices allows to establish
system state ”processes-functions”, since entropy in
change meaning, transformation according to systems
thermodynamic theory reveals the measure of energy
dissipation irreversibility.

Change direction in system ”process-function”
leads system object to stability due to synergy and
establishment of certain energy internal environment
level between its systems and stationary (equilib-
rium) with environment. Stability of received system
object structure with considering processes proposed
to evaluate on the basis of entropy-cognitive analy-
sis with of stabilization, stability, management fac-
tors establishment. Developed cognitive map (CM)
allows to reveal casual-effect links of influence mani-
festation within object framework on systems, com-
ponents, etc. [3, 4].

For measurable and non-measurable coordinates
of CM vertices as a state description of ”environment
(E) — system” (taking into account external perturba-
tion, processes in system regarding the synergy of its
stabilization, initial state) according to the entropy
assessment, developed models of interrelated pulsed
processes in this form:

AS™PU(E 4 1) = AAS™PUE ()4
+ DASroutput (k),
AS’OUtput(k + 1) — CASoutput(k)+
+ RAGP,

where ASinp‘“(k) = S'jnput(k) — Sput(f 1),
ASOUtPut () = Goutput(g) . Goutput( 1) — first dif-
ferences; A, B,C, D, R — weight adjacency matrixes.
In the first equation, model of the impulse pro-
cess (1) has no measurable increments in the system
ASOMPUt (k) are defined as limited disturbances for

achievement of correspondence ”E — system”. For
control in model introduced control vector as follows:

ASTPU (| 4 1) = AASTPU () + o)
+ BAU(K) + DAS"™ (&),

(1)

where AU (k) = —KAS™Put (k) vector control
of state regulator, which reduces perturbation
Asoutput (k) .

Cognitive matrix construction of interaction be-
tween object systems and self-organizing action pro-
cesses involves the valuation of diverse and different
dimensional information to modeling by the formula:

0.9 (aij — mini’j aij)
bij =

max; j @i; — mini,ja,;j ’
. 1,5

,] = |—=| -
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In the course of studies on stability by ini-
tial data of input parameters and obtained impulse
ratings using knowledge-oriented information estab-
lished cause-effect relationships, give complex system
behavior assessment and propose scientifically based
strategy for priority development scenario realization.
Synergetic elements inclusion allows to allocate more
significant mechanisms of order organization for se-
lective instability and the regulation or consolidation
arbitrary processes of probabilistic manifestation of
synchronization in the interaction of "E — object”
due to synergetic ordering functions use — informa-
tion, entropy, correlation concepts, bifurcation, etc.
(Figure).

3)

3. CONCLUSIONS

The information and methodological complex re-
search in certain sequence of its realization allows to
reveal self-organizing structures and processes (see
Figure). According to the results of such com-
plex assessments obtained self-organizing elements
for achieving the goal (solving problems of stabiliza-
tion, harmonization, obtaining a new quality), which
will ensure:

— effective interaction with environment (ensur-
ing object stability) — analysis methods of topolog-
ical and cognitive models, entropy correspondences
assessment;

— predictability state stability or change — cog-
nitive analysis, comparative identification, manifes-
tation probability assessment of destabilizing uncer-
tainties — entropy-information assessment;

— support of arbitrary stabilization processes "E —
system” — thermodynamic changes analysis, entropy
processes assessment;

— gaining knowledge about object ”E — system”.
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BHEJIPEHUE SHTPOIINNHO-CUHEPTETUYECKOM OCHOBBI KOMIIJIEKCHOTO
NCCJIIEJOBAHNS COCTOAHNS CJIOZKHBIX OB'BbEKTOB

T. B. Kosyaa, M. M. Kosyas

Paccmorpena 3agaga dpopmupoBanns nHMOPMAMOHHON MOIAEPKKHN ONPEIETeHU KOMILIEKCHOH OLEHKH CO-
CTOSTHUST O0HEKTa, UCCJICIOBAHUS PA3HON MPUPOIHI KAK PE3YJALTAT YCTAHOBJIEHWST COCTOSTHUST TPEOOBAHUSIM 0e3-
omacHocTH. [Ipenoxkena cucreMa MeTOIOB aHa n3a (hakTOPOB CTAOUIH3AINY COCTOSHUS ¥ CTATTHOHAPHOCTH
cBa3u "okpykammas cpena — 0obekT". Ha ocHoBe nHMOPMAIIMOHHO-9HTPOMUIHOTO OIIEHUBAHNS W3MEHEHUH
0 Pe3yabTaTaM KOTHUTHBHOIO AHAIN3A, IPAQOIOrHIeCKAX MOJETEeH CHCTEMHBIX OObEKTOE YCTAHABINBAIOTCS
IPUYAHHO-CIIEICTBEHHBIE CBA3Y TIPOSBICHAS BIUAHUSA MEXKY CHCTEMAMHU HA TPAHUIAX OOBEKTA, M BIUSHUS
BHEIHEN Cpepl Ha OOBbEKT B HEIOM. IIpeyiorKeHO UCIIO/Ib30BAHME JJIEMEHTOB CUHEPIeTUKY J1/15 BbLIEIEHUS
CYIIECTBEHHBIX MEXAHU3MOB OPraHW3alMK MOPSIKA JJisi BHIOOPOYHON HECTOUKOCTH W PEryJIHPOBAHUS WJIH
YOPOYHEHUsT TTPOU3BOJIBHBIX MTPOIECCOB BEPOSATHOCTHOrO MPOSBICHUS] CUHXPOHU3AIMYN BO B3aUMOIEHCTBUT
"okpyKarommas cpega — 0obekT".

3AIIPOBA/IKEHHSI EHTPOIIIMHO-CUHEPTIMHOT OCHOBU KOMILJIEKCHOT O
AJOCJIITI2KEHHA CTAHY CKJIAIJHUX OB’€KTIB

T. B. Kosyasa, M. M. Kosyas

PosrasiayTa 3amaqa (popMyBarHs iHGOPMAIIHHOT M ATPUMKY BU3HAYEHHST KOMILIEKCHOI OIIHKU CTaHy 00’ €KTa,
JOCTiIyKeHHST PI3HOT TPUPOIH K PE3YJIbTaT BCTAHOBJIEHHS Bi/MOBITHOCTI BuMoraM Oe3mnekn. 3amporoHOBaHA
cucTeMa MeTOIB aHalizy (daxTopip cTabliizalil cTaHy Ta CTAliOHAPHOCTI 3B’43KY ""HABKOJIMIIHE CEPEIOBUILE
— o0’exr". Ha ocnoBbi indopManiiHo-eHTPOMIHOIO ONiHIOBAHHS 3MiH 38, pe3yJbTaTaMi KOTHITMBHOIO aHAJII-
3y rpadOoSIOTiIHNX MOmeel CHCTEMHUX O0’€KTiB BCTAHOBIIIOIOTHCA MPUYIUHHO-HACTIIKOBI 3B'A3KH IIPOSBY
BILTUBY MiXK CHCTEMaMU B MexKaxX 00’€KTa Ta BIJIMBY 30BHINTHHOIO CEPEIOBUINA HA 00’€KT B IJIOMy. 3ampo-
TIOHOBAHO BUKOPUCTAHHS €JIEMEHTIB CHHEPTETUKHU g BUILIEHHS CYTTEBUX MEXaHI3MIB OpraHi3arii mopaaky
i BUOIPKOBOI HECTIMKOCTU Ta PEryJIIOBaHHS YU 3aKPIlJIeHHS TOBIIBHUX MPOIECIB iMOBIPHICHOTO TPOSBY
cuHXpOHi3awii y B3aemozil "HaBKoIuIIHE cepenoBuiile — 0b’ekr".
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