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#### Abstract

We collect some basic properties of NSP constants of a matrix, discuss an additive behavior of the spark, and prove two theorems characterizing linear endomorphisms which preserve the NSP constants.


## 1. Preliminaries and introduction

Throughout the present note, $\mathbb{F}$ stands for a field and $\mathbb{N}$ for the set of non-negative integers. The letters $m$ and $n$ always denote positive integers. If $W$ is a vector space over $\mathbb{F}, s \in \mathbb{N} \backslash\{0\}$ and $w_{1}, \ldots, w_{s} \in W$, then we define $\operatorname{Span}_{\mathbb{F}}\left(w_{1}, \ldots, w_{s}\right)$ to be the linear subspace of $W$ spanned by the vectors $w_{1}, \ldots, w_{s}$. We always consider $\mathbb{F}^{n}$ with its usual structure of a vector space over $\mathbb{F}$. The elements of $\mathbb{F}^{n}$ will be understood as columns. We will denote the zero vector of the space $\mathbb{F}^{n}$ by $\mathbf{0}$.

We define $\mathcal{M}_{m \times n}(\mathbb{F})$ as the set of all $m \times n$ matrices over $\mathbb{F}$. The set $\mathcal{M}_{m \times n}(\mathbb{F})$ will also be considered with its usual structure of a vector space over $\mathbb{F}$. We denote the $m \times n$ zero matrix by $O_{m \times n}$. For any $s \in \mathbb{N} \backslash\{0\}$ and any $t_{1}, \ldots, t_{s} \in \mathbb{F}$ we define $\operatorname{Diag}\left(t_{1}, \ldots, t_{s}\right) \in \mathcal{M}_{s \times s}(\mathbb{F})$ to be the diagonal matrix whose diagonal elements coincide with $t_{1}, \ldots, t_{s}$. The transpose of a matrix $A$ will be denoted by $A^{\mathrm{T}}$. Moreover, if $A \in \mathcal{M}_{m \times n}(\mathbb{F})$, then we define $\operatorname{Ker}(A)=\left\{x \in \mathbb{F}^{n}: A x=\mathbf{0}\right\}$. Recall that an $n \times n$ binary matrix is said to be a permutation matrix, if it has exactly one 1 in each row
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and in each column. The $m$ th full linear group over $\mathbb{F}$ will be denoted by $\mathcal{G} \mathcal{L}_{m}(\mathbb{F})$, i.e.,

$$
\mathcal{G} \mathcal{L}_{m}(\mathbb{F})=\left\{U \in \mathcal{M}_{m \times m}(\mathbb{F}): \operatorname{det}(U) \neq 0\right\}
$$

In the note, we will use a bit of basic algebraic geometry. Suppose therefore that $W$ is a nonzero finite dimensional vector space over $\mathbb{F}$ and define $d=\operatorname{dim} W$. Let $\mathbb{F}\left[X_{1}, \ldots, X_{d}\right]$ be the polynomial ring in $d$ variables over the field $\mathbb{F}$. A set $E \subseteq W$ is called algebraic, if there exists a linear isomorphism $\Xi: W \rightarrow \mathbb{F}^{d}$, a positive integer $s$ and polynomials $f_{1}, \ldots, f_{s} \in \mathbb{F}\left[X_{1}, \ldots, X_{d}\right]$ such that

$$
E=\left\{w \in W: f_{1}(\Xi(w))=\ldots=f_{s}(\Xi(w))=0\right\}
$$

It is well known that the collection of subsets of $W$ whose compliments are algebraic forms a topology on $W$. This topology is referred to as the Zariski topology. Recall also that an algebraic set $E \subseteq W$ is said to be irreducible, if there are no algebraic sets $E_{1}, E_{2} \subseteq W$ satisfying $E_{1} \neq E, E_{2} \neq E$ and $E_{1} \cup E_{2}=E$. The fundamental reference for algebraic geometry is [6].

The note focuses mainly on linear preservers of certain functions. Let $W$ be a linear space and $Z$ a nonempty set. A linear endomorphism $\Psi: W \rightarrow W$ is said to preserve

- a map $g: W \rightarrow Z$, if $g(\Psi(w))=g(w)$ for all $w \in W$;
- a subset $E$ of the space $W$, if $\Psi(E) \subseteq E$.

Classical theory of linear preservers, dating back to F. G. Frobenius and still attracting the interest of current researchers, deals with endomorphisms of matrix spaces. In this case the linear preservers often turn out to be ( $U, V$ )-standard maps.

Definition 1. Let $U \in \mathcal{G} \mathcal{L}_{m}(\mathbb{F})$ and $V \in \mathcal{G} \mathcal{L}_{n}(\mathbb{F})$. $A \operatorname{map} \Phi: \mathcal{M}_{m \times n}(\mathbb{F}) \rightarrow$ $\mathcal{M}_{m \times n}(\mathbb{F})$ is called $(U, V)$-standard, if either $\Phi(A)=U A V$ for any $A \in$ $\mathcal{M}_{m \times n}(\mathbb{F})$, or $m=n$ and $\Phi(A)=U A^{\mathrm{T}} V$ for any $A \in \mathcal{M}_{m \times n}(\mathbb{F})$.

One of the main results of the note is based on the following characterization of rank $k$ preservers due to L. B. Beasley and T. J. Laffey [1].

Theorem 1. Let $\mathbb{F}$ be a field with at least four elements, let $\Phi: \mathcal{M}_{m \times n}(\mathbb{F}) \rightarrow \mathcal{M}_{m \times n}(\mathbb{F})$ be a linear automorphism, and let $k$ be a positive integer satisfying $k \leqslant \min \{m, n\}$. Suppose that

$$
\forall A \in \mathcal{M}_{m \times n}(\mathbb{F}): \operatorname{rank}(A)=k \Longrightarrow \operatorname{rank}(\Phi(A))=k
$$

(in other words, $\Phi$ preserves the set $\left\{A \in \mathcal{M}_{m \times n}(\mathbb{F}): \operatorname{rank}(A)=k\right\}$ ). Then there exist matrices $U \in \mathcal{G} \mathcal{L}_{m}(\mathbb{F})$ and $V \in \mathcal{G} \mathcal{L}_{n}(\mathbb{F})$ such that $\Phi$ is the $(U, V)$-standard map.

Further information on linear preservers can be found in [2], for example.

To formulate the definition of NSP constants we need some additional notation. We denote by $\mathbb{R}_{+}$the set of all positive real numbers. We define $N=\{1, \ldots, n\}$. Let $x=\left[x_{1}, \ldots, x_{n}\right]^{\mathrm{T}} \in \mathbb{F}^{n}$. For an arbitrary set $S \subseteq N$ we define $x_{S}=\left[y_{1}, \ldots, y_{n}\right]^{\mathrm{T}} \in \mathbb{F}^{n}$ by

$$
y_{j}=\left\{\begin{aligned}
x_{j}, & \text { if } j \in S \\
0, & \text { otherwise }
\end{aligned}\right.
$$

Finally, in the case when $\mathbb{F}=\mathbb{C}$, the field of complex numbers, $\|x\|_{1}=$ $\left|x_{1}\right|+\ldots+\left|x_{n}\right|$ will denote the $\ell^{1}$ norm of the vector $x$.

Definition 2. Let $A \in \mathcal{M}_{m \times n}(\mathbb{C})$ and $k \in \mathbb{N}$. The NSP constant $\gamma_{k}(A)$, also referred to as the NSP constant of order $k$, is defined to be the infimum of the set of all $\gamma \in \mathbb{R}_{+}$such that

$$
\forall S \subseteq N \forall x \in \operatorname{Ker}(A): \# S \leqslant k \Longrightarrow\left\|x_{S}\right\|_{1} \leqslant \gamma\left\|x_{N \backslash S}\right\|_{1}
$$

where $\# S$ stands for the cardinality of $S$.
The notion of NSP (Null Space Property) constants was introduced in [3]. It is one of the basic notions in the mathematical theory of compressed sensing. Let us now turn to another basic concept of this theory.

Definition 3. Denote the columns of a matrix $A \in \mathcal{M}_{m \times n}(\mathbb{F})$ by $K_{1}, \ldots, K_{n}$. The spark of $A$ is defined to be the infimum of the set of all $s \in \mathbb{N} \backslash\{0\}$ such that
$\exists j_{1}, \ldots, j_{s} \in N:\left\{\begin{array}{l}j_{1}<\ldots<j_{s}, \\ K_{j_{1}}, \ldots, K_{j_{s}}\end{array}\right.$ are linearly dependent over $\mathbb{F}$.
We list below a few quite obvious but useful properties of the spark of a matrix.

Proposition 1. Let $A \in \mathcal{M}_{m \times n}(\mathbb{F})$. Then the following hold true:
(i) $\operatorname{spark}(U A)=\operatorname{spark}(A)$ for any $U \in \mathcal{G} \mathcal{L}_{m}(\mathbb{F})$;
(ii) $\operatorname{spark}(A D)=\operatorname{spark}(A)$ for any diagonal matrix $D \in \mathcal{G} \mathcal{L}_{n}(\mathbb{F})$;
(iii) $\operatorname{spark}(A P)=\operatorname{spark}(A)$ for any $n \times n$ permutation matrix $P$;
(iv) either $\operatorname{spark}(A)=+\infty$, or $\operatorname{spark}(A) \leqslant \operatorname{rank}(A)+1$;
(v) $\operatorname{spark}(A)=+\infty$ if and only if $\operatorname{rank}(A)=n$;
(vi) $\operatorname{spark}(A)=1$ if and only if $A$ has a zero column.

Let us finally state a result proved in [7].

Theorem 2. The following conditions are equivalent for a matrix $A \in$ $\mathcal{M}_{m \times n}(\mathbb{C})$ and a non-negative integer $k$ :
(1) $\gamma_{k}(A) \neq+\infty$;
(2) $k<\operatorname{spark}(A)$.

We will make use of the above theorem in the next section. For more information about NSP constants, the spark of a matrix, and the mathematical theory of compressed sensing consult, e.g., [4] and [5].

Null Space Property and the NSP constants, as well as the spark of a matrix, are studied mainly from a computational point of view. However, numerous classical examples always encourage to ask the question about linear preservers of a given quantitative characteristic of matrices. In [8] some theorems on linear preservers of the spark of a matrix are proved. The main goal of the present note is to give analogous results for NSP constants. We will also discuss an additive property of the spark. The note is organized as follows. In Section 1 we collect certain more or less known elementary facts about NSP constants. Section 2 is devoted to the spark of a matrix. The characterizations of linear preservers of NSP constants are proved in Section 3.

## 2. Some basic properties of NSP constants

Let us begin with NSP constants of products of matrices. We will denote by $\mathrm{S}_{n}$ the symmetric group of the set $N$.

Proposition 2. Let $A \in \mathcal{M}_{m \times n}(\mathbb{C})$ and $k \in \mathbb{N}$. Then
(i) $\gamma_{k}(U A)=\gamma_{k}(A)$ for any $U \in \mathcal{G} \mathcal{L}_{m}(\mathbb{C})$,
(ii) $\gamma_{k}(z A)=\gamma_{k}(A)$ for any $z \in \mathbb{C} \backslash\{0\}$,
(iii) $\gamma_{k}(A B) \geqslant \gamma_{k}(B)$ for any $B \in \mathcal{M}_{n \times n}(\mathbb{C})$,
(iv) $\gamma_{k}(A P)=\gamma_{k}(A)$ for any $n \times n$ permutation matrix $P$.

Proof. Property (ii) is an immediate consequence of (i). Property (i) follows in turn from the fact that $\operatorname{Ker}(U A)=\operatorname{Ker}(A)$. Property (iii) is a consequence of the inclusion $\operatorname{Ker}(B) \subseteq \operatorname{Ker}(A B)$. Let us proceed to (iv). Denote by $E$ the totality of $\gamma \in \mathbb{R}_{+}$such that

$$
\forall S \subseteq N \forall x \in \operatorname{Ker}(A): \# S \leqslant k \Longrightarrow\left\|x_{S}\right\|_{1} \leqslant \gamma\left\|x_{N \backslash S}\right\|_{1}
$$

and by $F$ the totality of $\gamma \in \mathbb{R}_{+}$such that

$$
\forall S \subseteq N \forall x \in \operatorname{Ker}(A P): \# S \leqslant k \Longrightarrow\left\|x_{S}\right\|_{1} \leqslant \gamma\left\|x_{N \backslash S}\right\|_{1}
$$

Moreover, for any vector $x=\left[x_{1}, \ldots, x_{n}\right]^{\mathrm{T}} \in \mathbb{C}^{n}$ and any permutation $\sigma \in \mathrm{S}_{n}$ define $x_{\sigma}=\left[x_{\sigma(1)}, \ldots, x_{\sigma(n)}\right]^{\mathrm{T}}$. It is easy to see that if $x \in \mathbb{C}^{n}$,
$\sigma \in \mathrm{S}_{n}$ and $S \subseteq N$, then the vectors $\left(x_{\sigma}\right)_{S}$ and $x_{\sigma(S)}$ differ only in the arrangement of coordinates. Notice next that

$$
\exists \tau \in \mathrm{S}_{n}: \operatorname{Ker}(A)=\left\{x_{\tau}: x \in \operatorname{Ker}(A P)\right\}
$$

Finally, pick an arbitrary $\gamma \in F$, an arbitrary $x \in \operatorname{Ker}(A P)$, and an arbitrary $S \subseteq N$ satisfying $\# S \leqslant k$. Then $\# \tau(S)=\# S$ and $N \backslash \tau(S)=$ $\tau(N \backslash S)$. Since

$$
\left\|\left(x_{\tau}\right)_{S}\right\|_{1}=\left\|x_{\tau(S)}\right\|_{1} \leqslant \gamma\left\|x_{N \backslash \tau(S)}\right\|_{1}=\gamma\left\|x_{\tau(N \backslash S)}\right\|_{1}=\gamma\left\|\left(x_{\tau}\right)_{N \backslash S}\right\|_{1}
$$

we obtain $\gamma \in E$. Therefore, $F \subseteq E$. The converse inclusion can be shown analogously. Hence $\gamma_{k}(A P)=\inf F=\inf E=\gamma_{k}(A)$.

Observe that if $\gamma_{k}(A) \neq+\infty$, then

$$
\forall S \subseteq N \forall x \in \operatorname{Ker}(A): \# S \leqslant k \Longrightarrow\left\|x_{S}\right\|_{1} \leqslant \gamma_{k}(A)\left\|x_{N \backslash S}\right\|_{1}
$$

and the set $E$ defined in the above proof contains the interval $\left(\gamma_{k}(A),+\infty\right)$. Notice also that

$$
\gamma_{k}\left(O_{m \times n}\right)=\left\{\begin{aligned}
0, & \text { if } k=0 \\
+\infty, & \text { if } k \in \mathbb{N} \backslash\{0\}
\end{aligned}\right.
$$

We will now focus on the sequence of all NSP constants of a given matrix.

Proposition 3. Let $A \in \mathcal{M}_{m \times n}(\mathbb{C})$. Then
(i) $\gamma_{0}(A)=0$,
(ii) the sequence $\left\{\gamma_{k}(A)\right\}_{k=0}^{\infty}$ is weakly increasing,
(iii) $\forall k \in \mathbb{N}: \gamma_{k}(A)=+\infty \Longleftrightarrow k \geqslant \operatorname{spark}(A)$,
(iv) $\gamma_{k}(A)=+\infty$ for each $k \in \mathbb{N} \backslash\{0\}$ (in other words, the sequence of all NSP constants of $A$ coincides with that of the zero matrix) if and only if $A$ has a zero column.
Proof. Properties (i) and (ii) follow immediately from the definition of NSP constants. Property (iii) says exactly the same thing as Theorem 2. Finally, we can deduce from (iii) that $\gamma_{k}(A)=+\infty$ for each $k \in \mathbb{N} \backslash\{0\}$ if and only if $\operatorname{spark}(A)=1$. But $\operatorname{spark}(A)=1$ if and only if $A$ has a zero column. The proof is complete.

Proposition 4. The following conditions are equivalent for a matrix $A \in \mathcal{M}_{m \times n}(\mathbb{C})$ :
(1) $\gamma_{k}(A) \neq+\infty$ for any $k \in \mathbb{N}$;
(2) $\operatorname{rank}(A)=n$;
(3) $\left\{\gamma_{k}(A)\right\}_{k=0}^{\infty}$ is the zero sequence;
(4) there exists a positive integer $\ell$ such that $\gamma_{\ell}(A)=0$.

Proof. We infer from property (iii) in the previous proposition that all NSP constants of the matrix $A$ are finite if and only if $\operatorname{spark}(A)=+\infty$. On the other hand, $\operatorname{spark}(A)=+\infty$ if and only if $\operatorname{rank}(A)=n$. Hence the first two conditions are equivalent. Suppose now that $\operatorname{rank}(A)=n$. Then $\operatorname{Ker}(A)=\{\mathbf{0}\}$. Consequently, it follows from the definition of NSP constants that $\gamma_{k}(A)=0$ for any $k \in \mathbb{N}$. We have thus proved the implication $(2) \Longrightarrow(3)$. The implication $(3) \Longrightarrow(4)$ is obvious. Finally, suppose that condition (4) is satisfied. Since $1 \leqslant \ell$, we get

$$
\forall S \subseteq N \forall x \in \operatorname{Ker}(A): \# S=1 \Longrightarrow\left\|x_{S}\right\|_{1} \leqslant \gamma_{\ell}(A)\left\|x_{N \backslash S}\right\|_{1}
$$

(see the observations below the proof of Proposition 2). Hence all coordinates of any vector belonging to $\operatorname{Ker}(A)$ are equal to 0 . In other words, $\operatorname{Ker}(A)=\{\mathbf{0}\}$ or equivalently $\operatorname{rank}(A)=n$. This completes the proof.

Unlike with the spark, right multiplication by a nonsingular diagonal matrix can change NSP constants. We will now discuss a few remarks concerning this fact.

Proposition 5. Let $t_{1}, \ldots, t_{n} \in \mathbb{C} \backslash\{0\}$. Define $D=\operatorname{Diag}\left(t_{1}, \ldots, t_{n}\right)$ and

$$
c=\frac{\max \left\{\left|t_{1}\right|, \ldots,\left|t_{n}\right|\right\}}{\min \left\{\left|t_{1}\right|, \ldots,\left|t_{n}\right|\right\}}
$$

Then for an arbitrary $A \in \mathcal{M}_{m \times n}(\mathbb{C})$ and an arbitrary $k \in \mathbb{N}$, the following hold true:
(i) $c^{-1} \gamma_{k}(A) \leqslant \gamma_{k}(A D) \leqslant c \gamma_{k}(A)$;
(ii) if $\left|t_{1}\right|=\ldots=\left|t_{n}\right|$, then $\gamma_{k}(A D)=\gamma_{k}(A)$.

Moreover, if $n-1 \leqslant m$ and $\left|t_{q}\right| \neq\left|t_{r}\right|$ for some $q, r \in N$, then there exists a matrix $B \in \mathcal{M}_{m \times n}(\mathbb{C})$ with $\gamma_{1}(B) \neq \gamma_{1}(B D)$.

Proof. Notice first that

$$
\operatorname{Ker}(A D)=\left\{\left[t_{1}^{-1} x_{1}, \ldots, t_{n}^{-1} x_{n}\right]^{\mathrm{T}}:\left[x_{1}, \ldots, x_{n}\right]^{\mathrm{T}} \in \operatorname{Ker}(A)\right\} .
$$

Let $E \subseteq \mathbb{R}_{+}$be defined as in the proof of Proposition 2. If $\gamma \in E$, $x=\left[x_{1}, \ldots, x_{n}\right]^{\mathrm{T}} \in \operatorname{Ker}(A)$ and $\tilde{x}=\left[t_{1}^{-1} x_{1}, \ldots, t_{n}^{-1} x_{n}\right]^{\mathrm{T}}$, then for any set $S \subseteq N$ satisfying $\# S \leqslant k$ we have

$$
\begin{aligned}
& \min \left\{\left|t_{1}\right|, \ldots,\left|t_{n}\right|\right\}\left\|\tilde{x}_{S}\right\|_{1} \leqslant \sum_{j \in S}\left|t_{j}\right|\left|t_{j}^{-1} x_{j}\right|=\left\|x_{S}\right\|_{1} \leqslant \gamma\left\|x_{N \backslash S}\right\|_{1} \\
& \quad \leqslant \gamma \max \left\{\left|t_{1}\right|, \ldots,\left|t_{n}\right|\right\} \sum_{j \in N \backslash S}\left|t_{j}^{-1} x_{j}\right|=\gamma \max \left\{\left|t_{1}\right|, \ldots,\left|t_{n}\right|\right\}\left\|\tilde{x}_{N \backslash S}\right\|_{1}
\end{aligned}
$$

and hence $\left\|\tilde{x}_{S}\right\|_{1} \leqslant c \gamma\left\|\tilde{x}_{N \backslash S}\right\|_{1}$. It follows that

$$
\forall \gamma \in E: \gamma_{k}(A D) \leqslant c \gamma
$$

Consequently, $\gamma_{k}(A D) \leqslant c \cdot \inf E=c \gamma_{k}(A)$.
Let us turn to the lower bound in property (i). Notice that $D^{-1}=$ $\operatorname{Diag}\left(t_{1}^{-1}, \ldots, t_{n}^{-1}\right)$. Applying the upper bound to $A D D^{-1}$ therefore yields

$$
\gamma_{k}(A)=\gamma_{k}\left(A D D^{-1}\right) \leqslant \frac{\max \left\{\left|t_{1}^{-1}\right|, \ldots,\left|t_{n}^{-1}\right|\right\}}{\min \left\{\left|t_{1}^{-1}\right|, \ldots,\left|t_{n}^{-1}\right|\right\}} \gamma_{k}(A D)=c \gamma_{k}(A D)
$$

and we are done.
Property (ii) is an immediate consequence of (i).
Suppose finally that $\left|t_{q}\right| \neq\left|t_{r}\right|$ for some $q, r \in N$ and that $n-1 \leqslant m$. Then $n \geqslant 2$. Consider the set

$$
V=\left\{\left[x_{1}, \ldots, x_{n}\right]^{\mathrm{T}} \in \mathbb{C}^{n}: x_{q}=x_{r}, x_{j}=0 \text { for all } j \in N \backslash\{q, r\}\right\}
$$

Since $V$ is a one-dimensional linear subspace of $\mathbb{C}^{n}$ and $n-\operatorname{dim} V=$ $n-1 \leqslant m$, there exists a matrix $B \in \mathcal{M}_{m \times n}(\mathbb{C})$ such that $\operatorname{Ker}(B)=V$. An easy direct calculation shows that $\gamma_{1}(B)=1$. On the other hand,

$$
\begin{aligned}
& \operatorname{Ker}(B D)=\left\{\left[t_{1}^{-1} x_{1}, \ldots, t_{n}^{-1} x_{n}\right]^{\mathrm{T}}:\left[x_{1}, \ldots, x_{n}\right]^{\mathrm{T}} \in V\right\} \\
& \quad=\left\{\left[y_{1}, \ldots, y_{n}\right]^{\mathrm{T}} \in \mathbb{C}^{n}: y_{r}=t_{q} t_{r}^{-1} y_{q}, y_{j}=0 \text { for all } j \in N \backslash\{q, r\}\right\}
\end{aligned}
$$

and hence $\gamma_{1}(B D)=\max \left\{\left|t_{q} t_{r}^{-1}\right|,\left|t_{q}^{-1} t_{r}\right|\right\} \neq 1$. The "moreover" part follows.

We conclude with an example related to the above proposition.
Example 1. Let us focus for a while on the matrix

$$
A=\left[\begin{array}{lll}
1 & -1 & 0 \\
0 & -1 & 1 \\
0 & -1 & 1
\end{array}\right] \in \mathcal{M}_{3 \times 3}(\mathbb{C})
$$

Observe that $\operatorname{spark}(A)=3$ and $\operatorname{Ker}(A)=\operatorname{Span}_{\mathbb{C}}\left([1,1,1]^{\mathrm{T}}\right)$. Consequently,

$$
\gamma_{k}(A)=\left\{\begin{array}{cl}
0, & \text { if } k=0 \\
1 / 2, & \text { if } k=1 \\
2, & \text { if } k=2 \\
+\infty, & \text { if } k \geqslant 3
\end{array}\right.
$$

For an arbitrary $\varepsilon \in[2,3]$ define now $D_{\varepsilon}=\operatorname{Diag}(2, \varepsilon, 3)$. Since $\operatorname{Ker}\left(A D_{\varepsilon}\right)=\operatorname{Span}_{\mathbb{C}}\left(\left[2^{-1}, \varepsilon^{-1}, 3^{-1}\right]^{\mathrm{T}}\right)$, we get

$$
\gamma_{1}\left(A D_{\varepsilon}\right)=\max \left\{\frac{3 \varepsilon}{2(\varepsilon+3)}, \frac{6}{5 \varepsilon}, \frac{2 \varepsilon}{3(\varepsilon+2)}\right\}=\frac{3 \varepsilon}{2(\varepsilon+3)}
$$

Therefore $\left\{\gamma_{1}\left(A D_{\varepsilon}\right): \varepsilon \in[2,3]\right\}=\left[\frac{3}{5}, \frac{3}{4}\right]$. Notice that the quotient $c$ defined in Proposition 5 is equal to $3 / 2$ for all matrices $D_{\varepsilon}$.

## 3. An additive property of the spark of a matrix

We start with a simple observation based on a little bit of algebraic geometry.

Lemma 1. Let $V$ be a nonzero finite dimensional vector space over an infinite field and let $p \in \mathbb{N} \backslash\{0\}$. Consider proper linear subspaces $V_{1}, \ldots, V_{p} \subset V$ and a finite (possibly empty) family $\mathcal{W}$ of proper linear subspaces of $V$. Let $x \in V_{1} \cap \ldots \cap V_{p}$. Suppose that $x \notin \bigcup \mathcal{W}$. Then there is a vector $y \in V$ such that $x+y \notin V_{1} \cup \ldots \cup V_{p} \cup \bigcup \mathcal{W}$.

Proof. The subspaces $V_{1}, \ldots, V_{p}$ are proper algebraic subsets of $V$. Since the underlying field is infinite, the space $V$ is irreducible and hence $V_{1} \cup$ $\ldots \cup V_{p} \neq V$. Consequently, $Y:=V \backslash\left(V_{1} \cup \ldots \cup V_{p}\right)$ is a nonempty Zariski open subset of $V$. The translation $\Theta: V \in v \longmapsto x+v \in V$ is a homeomorphism with respect to the Zariski topology on $V$. But $\bigcup \mathcal{W}$ is a proper algebraic subset of $V$. This yields that $\bigcup \mathcal{W}$ is nowhere dense in $V$ equipped with the Zariski topology. We therefore get that $\Theta(Y)$ is not contained in $\bigcup \mathcal{W}$. Pick a vector $y \in Y$ such that $\Theta(y)=x+y \notin \bigcup \mathcal{W}$. Since $y \notin V_{1} \cup \ldots \cup V_{p}$ and $x \in V_{1} \cap \ldots \cap V_{p}$, we have $x+y \notin V_{1} \cup \ldots \cup V_{p}$. The proof is complete.

We will use the above lemma to prove the key result of the section.
Theorem 3. Let $\mathbb{F}$ be an infinite field and let $A \in \mathcal{M}_{m \times n}(\mathbb{F})$. Suppose that $2 \leqslant \operatorname{spark}(A) \leqslant m$. Then there exists a matrix $B \in \mathcal{M}_{m \times n}(\mathbb{F})$ such that $\operatorname{spark}(A+B)>\operatorname{spark}(A)$ and all elements of the first column of $B$ are equal to 0 .

Proof. Denote the columns of $A$ by $K_{1}, \ldots, K_{n}$. Observe that $s:=$ $\operatorname{spark}(A) \leqslant n$. We will now find $L_{1}, \ldots, L_{n} \in \mathbb{F}^{m}$ such that $L_{1}=\mathbf{0}$ and any $s$ vectors among $K_{1}+L_{1}, \ldots, K_{n}+L_{n}$ are linearly independent over $\mathbb{F}$.

Let $L_{1}=\ldots=L_{s-1}=\mathbf{0}$. Notice that $\operatorname{Span}_{\mathbb{F}}\left(K_{1}, \ldots, K_{s-1}\right)$ is a proper linear subspace of $\mathbb{F}^{m}$. Pick some vector $v \in \mathbb{F}^{m} \backslash \operatorname{Span}_{\mathbb{F}}\left(K_{1}, \ldots, K_{s-1}\right)$ and let

$$
L_{s}= \begin{cases}\mathbf{0}, & \text { if } K_{s} \notin \operatorname{Span}_{\mathbb{F}}\left(K_{1}, \ldots, K_{s-1}\right) \\ v, & \text { otherwise }\end{cases}
$$

The definition of the spark of a matrix yields that $K_{1}, \ldots, K_{s-1}$ are linearly independent over $\mathbb{F}$. It is clear that $K_{s}+L_{s} \notin \operatorname{Span}_{\mathbb{F}}\left(K_{1}, \ldots, K_{s-1}\right)$. Hence
the vectors $K_{1}+L_{1}, \ldots, K_{s}+L_{s}$ are also linearly independent over $\mathbb{F}$. If $s=n$, then we are done.

Suppose that $s<n$ and proceed by recursion on $j \in\{s+1, \ldots, n\}$. Let $L_{1}, \ldots, L_{j-1}$ be already defined. If $K_{j}$ is not a linear combination, over $\mathbb{F}$, of any $s-1$ vectors among $K_{1}+L_{1}, \ldots, K_{j-1}+L_{j-1}$, then define $L_{j}=\mathbf{0}$. Otherwise, observe that the families

- $\left\{V_{1}, \ldots, V_{p}\right\}$ of all linear subspaces of $\mathbb{F}^{m}$ which are spanned by $s-1$ vectors among $K_{1}+L_{1}, \ldots, K_{j-1}+L_{j-1}$ and contain $K_{j}$,
- $\mathcal{W}$ of all linear subspaces of $\mathbb{F}^{m}$ which are spanned by $s-1$ vectors among $K_{1}+L_{1}, \ldots, K_{j-1}+L_{j-1}$ and do not contain $K_{j}$
together with $x=K_{j}$ satisfy the assumptions of Lemma 1, and define $L_{j}$ to be the vector $y$ yielded by this lemma. Recall now that any $s$ (and hence any $s-1$ ) vectors among $K_{1}+L_{1}, \ldots, K_{j-1}+L_{j-1}$ are linearly independent over $\mathbb{F}$. Next, Lemma 1 implies that $K_{j}+L_{j}$ is not a linear combination, over $\mathbb{F}$, of any $s-1$ vectors among $K_{1}+L_{1}, \ldots, K_{j-1}+L_{j-1}$. It follows that any $s$ vectors among $K_{1}+L_{1}, \ldots, K_{j}+L_{j}$ are linearly independent over $\mathbb{F}$. The recursion is done.

Define therefore $B \in \mathcal{M}_{m \times n}(\mathbb{F})$ as the matrix whose columns coincide with $L_{1}, \ldots, L_{n}$. Then

$$
\operatorname{spark}(A+B) \geqslant s+1>\operatorname{spark}(A)
$$

and, obviously, all elements of the first column of $B$ are equal to 0 . The proof is complete.

Corollary 1. Let $\mathbb{F}$ be an infinite field and let $A \in \mathcal{M}_{m \times n}(\mathbb{F}) \backslash\left\{O_{m \times n}\right\}$. Suppose that $\operatorname{spark}(A) \leqslant m$. Then

$$
\exists \tilde{B} \in \mathcal{M}_{m \times n}(\mathbb{F}):\left\{\begin{array}{l}
\operatorname{spark}(\tilde{B})=1 \\
\operatorname{spark}(A+\tilde{B})>m
\end{array}\right.
$$

Proof. First, suppose additionally that $\operatorname{spark}(A) \geqslant 2$. Theorem 3 then yields the existence of a positive integer $\ell$ and matrices $B_{1}, \ldots, B_{\ell} \in$ $\mathcal{M}_{m \times n}(\mathbb{F})$ with the following properties: $\operatorname{spark}\left(A+B_{1}+\ldots+B_{\ell}\right)>m$, the first column of any of $B_{1}, \ldots, B_{\ell}$ is the zero column. Notice that $\operatorname{spark}\left(B_{1}+\ldots+B_{\ell}\right)=1$.

Now assume that $\operatorname{spark}(A)=1$. In other words, $A$ has a zero column. Let us denote the columns of $A$ by $K_{1}, \ldots, K_{n}$. Since $A \neq O_{m \times n}$, at least one of them, say $K_{r}$, is not the zero column. Define $C_{1} \in \mathcal{M}_{m \times n}(\mathbb{F})$ to be the matrix whose $j$ th column, for an arbitrary $j \in N$, coincides with

$$
\begin{cases}\mathbf{0}, & \text { if } K_{j} \neq \mathbf{0} \\ K_{r}, & \text { otherwise }\end{cases}
$$

It is evident that $\operatorname{spark}\left(C_{1}\right)=1$ and $\operatorname{spark}\left(A+C_{1}\right)=2$. If $m=1$, then we are done. Hence let us continue under the additional assumption that $m \geqslant 2$. Pick an $n \times n$ permutation matrix $P$ such that the first column of the product $C_{1} P$ is the zero column. We have $\operatorname{spark}\left(\left(A+C_{1}\right) P\right)=$ $\operatorname{spark}\left(A+C_{1}\right)=2$. In view of the first part of the proof, there exists a matrix $C_{2} \in \mathcal{M}_{m \times n}(\mathbb{F})$ such that spark $\left(\left(A+C_{1}\right) P+C_{2}\right)>m$ and the first column of $C_{2}$ is the zero column. Define finally $C_{3}=\left(C_{1} P+C_{2}\right) P^{-1}$. Since the first column of $C_{1} P+C_{2}$ is the zero column, we get $\operatorname{spark}\left(C_{3}\right)=$ $\operatorname{spark}\left(C_{1} P+C_{2}\right)=1$. Moreover,

$$
\begin{aligned}
& \operatorname{spark}\left(A+C_{3}\right)=\operatorname{spark}\left(A P P^{-1}+\left(C_{1} P+C_{2}\right) P^{-1}\right) \\
& \quad=\operatorname{spark}\left(\left(\left(A+C_{1}\right) P+C_{2}\right) P^{-1}\right)=\operatorname{spark}\left(\left(A+C_{1}\right) P+C_{2}\right)>m
\end{aligned}
$$

Thus we complete the proof by letting

$$
\tilde{B}=\left\{\begin{array}{ll}
B_{1}+\ldots+B_{\ell} & \text { if } \operatorname{spark}(A) \geqslant 2 \\
C_{1} & \text { if } \operatorname{spark}(A)=1=m \\
C_{3} & \text { if } \operatorname{spark}(A)=1 \text { and } m \geqslant 2
\end{array} \square\right.
$$

A minor comment seems noteworthy. Recall that if $\mathbb{F}$ is a finite field and $n \geqslant(\# \mathbb{F})^{m}$, then by the pigeonhole principle $\max \{\operatorname{spark}(A): A \in$ $\left.\mathcal{M}_{m \times n}(\mathbb{F})\right\}=2$ (see [9, Example 2]). Hence the infiniteness assumption cannot be removed from Theorem 3 and Corollary 1.

## 4. Two theorems on preserving NSP constants

We are already in a position to state and prove our first main result.
Theorem 4. Let $\Psi: \mathcal{M}_{m \times n}(\mathbb{C}) \rightarrow \mathcal{M}_{m \times n}(\mathbb{C})$ be a linear endomorphism. Suppose that

$$
\exists \ell \in\{1, \ldots, m\} \forall A \in \mathcal{M}_{m \times n}(\mathbb{C}): \gamma_{\ell}(\Psi(A))=\gamma_{\ell}(A)
$$

(in other words, $\Psi$ preserves the NSP constant of a certain order $\ell \in$ $\{1, \ldots, m\})$. Then $\Psi$ is bijective.
Proof. Assume, to the contrary, that $\Psi$ is not bijective. Hence there exists a matrix $A_{0} \in \mathcal{M}_{m \times n}(\mathbb{C}) \backslash\left\{O_{m \times n}\right\}$ such that $\Psi\left(A_{0}\right)=O_{m \times n}$. Since

$$
\gamma_{\ell}\left(A_{0}\right)=\gamma_{\ell}\left(\Psi\left(A_{0}\right)\right)=\gamma_{\ell}\left(O_{m \times n}\right)=+\infty
$$

Proposition 3 (iii) yields $m \geqslant \ell \geqslant \operatorname{spark}\left(A_{0}\right)$. It now follows from Corollary 1 that

$$
\exists \tilde{B} \in \mathcal{M}_{m \times n}(\mathbb{C}):\left\{\begin{array}{l}
\operatorname{spark}(\tilde{B})=1 \\
\operatorname{spark}\left(A_{0}+\tilde{B}\right)>m \geqslant \ell
\end{array}\right.
$$

Therefore we have

$$
+\infty=\gamma_{\ell}(\tilde{B})=\gamma_{\ell}(\Psi(\tilde{B}))=\gamma_{\ell}\left(\Psi\left(A_{0}+\tilde{B}\right)\right)=\gamma_{\ell}\left(A_{0}+\tilde{B}\right) \neq+\infty
$$

a contradiction.

Notice that the above proof is analogous to that of [8, Proposition 2.2].
We turn to a comment on the assumptions of Theorem 4. Suppose that $m<n$. Let $A \in \mathcal{M}_{m \times n}(\mathbb{C})$. Then $\operatorname{spark}(A) \leqslant m+1$. Combining this fact with Proposition 3 (iii) implies that $\gamma_{k}(A)=+\infty$ for any integer $k \geqslant m+1$. Recall also that $\gamma_{0}(A)=0$. Hence if $k \in \mathbb{N} \backslash\{1, \ldots, m\}$, then every linear endomorphism (not necessarily bijective) of $\mathcal{M}_{m \times n}(\mathbb{C})$ preserves the NSP constant of order $k$.

Consider now a matrix $U \in \mathcal{G} \mathcal{L}_{m}(\mathbb{C})$, an $n \times n$ permutation matrix $P$ and nonzero complex numbers $t_{1}, \ldots, t_{n}$ such that $\left|t_{1}\right|=\ldots=\left|t_{n}\right|$. Define $D=\operatorname{Diag}\left(t_{1}, \ldots, t_{n}\right)$. It follows from Proposition 2 and Proposition 5 (ii) that the linear automorphism

$$
\Phi: \mathcal{M}_{m \times n}(\mathbb{C}) \ni A \longmapsto U A P D \in \mathcal{M}_{m \times n}(\mathbb{C})
$$

preserves all NSP constants. In other words,

$$
\forall k \in \mathbb{N} \forall A \in \mathcal{M}_{m \times n}(\mathbb{C}): \gamma_{k}(\Phi(A))=\gamma_{k}(A) .
$$

Our second main result is that under some additional assumption the converse of the above statement holds true.

Theorem 5. Suppose that $m \geqslant n$. Let $\Phi: \mathcal{M}_{m \times n}(\mathbb{C}) \rightarrow \mathcal{M}_{m \times n}(\mathbb{C})$ be a linear endomorphism. Then the following conditions are equivalent:
(1) $\Phi$ preserves all NSP constants;
(2) $\Phi$ preserves the NSP constant of order 1;
(3) there exist nonzero complex numbers $t_{1}, \ldots, t_{n}$ satisfying $\left|t_{1}\right|=\ldots=$ $\left|t_{n}\right|$, an $n \times n$ permutation matrix $P$ and a matrix $U \in \mathcal{G} \mathcal{L}_{m}(\mathbb{C})$ such that $\Phi(A)=U A P D$ for any $A \in \mathcal{M}_{m \times n}(\mathbb{C})$, where $D=$ $\operatorname{Diag}\left(t_{1}, \ldots, t_{n}\right)$.

Proof. The implications $(1) \Longrightarrow(2)$ and $(3) \Longrightarrow(1)$ are obvious. Let us therefore assume that $\Phi$ preserves the NSP constant of order 1 . We need to show that condition (3) is satisfied.

Propositions 3 and 4 yield

$$
\forall A \in \mathcal{M}_{m \times n}(\mathbb{C}):\left\{\begin{array}{l}
\operatorname{rank}(A)=n \quad \Longleftrightarrow \gamma_{1}(A)=0, \\
\operatorname{spark}(A)=1
\end{array} \Longleftrightarrow \gamma_{1}(A)=+\infty . .\right.
$$

Hence we obtain two important properties:

$$
\begin{aligned}
& \forall A \in \mathcal{M}_{m \times n}(\mathbb{C}): \operatorname{rank}(A)=n \Longrightarrow \operatorname{rank}(\Phi(A))=n, \\
& \forall A \in \mathcal{M}_{m \times n}(\mathbb{C}): \operatorname{spark}(A)=1 \Longrightarrow \operatorname{spark}(\Phi(A))=1 . \quad(* *)
\end{aligned}
$$

It follows from Theorem 4 that $\Phi$ is bijective. Combining property (*) with Theorem 1 therefore implies that $\Phi$ is a $(U, V)$-standard map for some $U \in \mathcal{G} \mathcal{L}_{m}(\mathbb{C})$ and some $V \in \mathcal{G} \mathcal{L}_{n}(\mathbb{C})$.

If $m=n=1$, then obviously we are done. Suppose for a moment that $m=n \geqslant 2$ and

$$
\forall A \in \mathcal{M}_{m \times n}(\mathbb{C}): \Phi(A)=U A^{\mathrm{T}} V
$$

A quick inspection of the proof of [8, Lemma 2.6] shows that there is a $\operatorname{matrix} B_{1} \in \mathcal{M}_{n \times n}(\mathbb{C})$ with $\operatorname{spark}\left(B_{1}\right)=1$ and $\operatorname{spark}\left(B_{1}^{\mathrm{T}} V\right)=2$. Since

$$
\operatorname{spark}\left(\Phi\left(B_{1}\right)\right)=\operatorname{spark}\left(U B_{1}^{\mathrm{T}} V\right)=\operatorname{spark}\left(B_{1}^{\mathrm{T}} V\right)
$$

we get a contradiction to property $(* *)$. We have thus proved that $\Phi(A)=$ $U A V$ for all $A \in \mathcal{M}_{m \times n}(\mathbb{C})$, even if $m=n \geqslant 2$.

Suppose now that $V^{-1}$ does not coincide with any product of the form $\tilde{D} \tilde{P}$, where $\tilde{D} \in \mathcal{G} \mathcal{L}_{n}(\mathbb{C})$ is a diagonal matrix and $\tilde{P}$ is an $n \times n$ permutation matrix. A simple inspection of the proof of [8, Lemma 2.3] then yields the existence of a matrix $B_{2} \in \mathcal{M}_{m \times n}(\mathbb{C})$ such that $\operatorname{spark}\left(B_{2}\right)=2$ and $\operatorname{spark}\left(B_{2} V^{-1}\right)=1$. But

$$
\operatorname{spark}\left(\Phi\left(B_{2} V^{-1}\right)\right)=\operatorname{spark}\left(U B_{2} V^{-1} V\right)=\operatorname{spark}\left(B_{2}\right)
$$

and we again arrive at a contradiction. Thus $V=P D$ for some $n \times n$ permutation matrix $P$ and some diagonal matrix $D \in \mathcal{G} \mathcal{L}_{n}(\mathbb{C})$.

Finally, let $t_{1}, \ldots, t_{n} \in \mathbb{C} \backslash\{0\}$ be such that $D=\operatorname{Diag}\left(t_{1}, \ldots, t_{n}\right)$. Suppose that

$$
\exists q, r \in N:\left|t_{q}\right| \neq\left|t_{r}\right|
$$

Then by Proposition 5 there exists a matrix $B_{3} \in \mathcal{M}_{m \times n}(\mathbb{C})$ with $\gamma_{1}\left(B_{3}\right) \neq$ $\gamma_{1}\left(B_{3} D\right)$. Since

$$
\left\{\begin{array}{l}
\gamma_{1}\left(B_{3} P^{-1}\right)=\gamma_{1}\left(B_{3}\right) \\
\gamma_{1}\left(\Phi\left(B_{3} P^{-1}\right)\right)=\gamma_{1}\left(U B_{3} P^{-1} P D\right)=\gamma_{1}\left(B_{3} D\right)
\end{array}\right.
$$

we have a contradiction to the assumption that $\Phi$ preserves the NSP constant of order 1. Hence $\left|t_{1}\right|=\ldots=\left|t_{n}\right|$. Condition (3) follows.

For the sake of completeness, let us notice that the proof of Theorem 5 is analogous to that of $[8$, Theorem 2.1].
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