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Solid oxygen exists at zero pressure in three crystallographic phases, denoted a, 8, y. Various results have been
obtained by neutron scattering in the two disordered f and y phases. Plasticy-O, has a A15 structure with 8 molecules

per unit cetl. The molecules, located at 2a and 6c sites, exhibit two different types of disorder of molecular axes: a
spherical-like disorder for the 6¢ molecules, and a disc-like disorder for the 6¢ molecules. A precise diffraction
analysis on large single crystals shows that the disorder of molecular axis of the molecules can be interpreted in terms
of localized forbidden orientations, or orientational holes, with a wide disorder among the other orientations. An
important contribution of the translation-rotation coupling must be taken into account for the 6¢ molecules. Analysis of
diffuse scatfering by both an approximate analytical model and molecular dynamics simulation shows an important
contribution to the orientational correlations between 6¢-6¢ and 2a-6¢ moiccules. Magnetic disorder can be inves-
tigated by neutron polarization analysis of the parimaguetic scattering. The 3D long range antiferromagnetic order of
the a phase becomes a 2D short range helicoidal order in the § phase, with a very short 0.5 nm correlation range. In
the y phase, one observes, as in the liquid, a strong antiferromagnetic correlation, with a suggestion of a 1.D order along
the linear chains of 6¢ molecules. In all the measured phases, the variation of the scattering intensity with scattering
vector q cannot be reproduced at high g by the known magnetic form factor. This suggests the need for a better

description of the & orbital and the theoretical magnetic form factor of the molecule.

Intreduction

The oxygen molecule is diatomic, with a magnetic
moment arising from the presence of two unpaired
electrons (S = 1) in a 7z orbital. As a result of the
competition between orientational and magnetic dis-
order, there are three solid phases:

oz-O2 (temperature range T < 24 K, monoclinic) is

antiferromagnetic;
B-0, (temperature range 24—44 K, rhombohedral)

exhibits only a short range magnetic order;
y-O,(temperature range 44-54 K, cubic) is both

paramagnetic (disorder of the magnetic moments)
. and plastic (disorder of the molecular axes).

The structural, spectroscopic, and magnetic pro-
perties of solid oxygen have been extensively studied
since the early forties, especially by the Ukrainian
Kharkov group, at the origin of most of the pioneering
results in spectroscopy and x-ray powder diffraction

(see, e.g., [1] and references therein). But short-
range order remained almost unexplored. Concern-
ing the orientational disorder in the plastic phase,
which needs single crystal investigations, the only
results were two, x-ray (Jordan et al. [2]) and neut-
ron (Cox et al. [3], diffraction studies, which sho-
wed the presence of two sites with different types of
disorder and proposed some models for the orienta-
tional disorder. Concerning the magnetic order and
disorder, the antiferromagnetic structure of the «
phase has been established in the sixties by neutron
diffraction [4], and the magnetic diffuse scattering
was already observed but remained uninterpreted
until the pioneering work of Stephens et al. [5], who
firstinferred from neutron scattering experiments the
inelastic behavior of the magnetic diffuse scattering in
-0, and proposed a triangular short-range order of

magnetic moments in the hexagonal planes of the
rhombohedral structure.
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We shall show in this paper how and why did
neutron scattering make it possible a detailed experi-
mental investigation of both orientational and mag-
netic disorder in the solid disordered phases, and as a
result, forcing to question the theoretical interpreta-
tion of {he experimental data. We shall also show that
the solids made of diatomic molccules are probably
among the few systems in which some unambiguous
experimental results can be obtained for the orienta-
tional disorder.

The paper is organized as follows. The first part
(Sections 1 and 2) is a discussion of some available
results about the molecule itself and the experimental
phase diagrams, staying within simple geometrical
arguments and showing the special place of the oxy-
gen system among the diatomic molecules. The
known results show why we are interested to go
beyond the averaged information on fong-range order
as obtained from crystallographic experiments and to
measure directly the diffuse scattering associated
with the short-range order, which can be more direct-
ly compared with spectroscopic results. The second
part (Section 3) briefly reviews the fundamental and
experimental features of the interaction between the
neutron and the oxygen molecules which enable more
detailed studies of the two types of short-range order
observed in the disordered phases of oxygen. In the
third part (Sections 4 and 5) we separately discuss the
results of a study of the orientational disorder in the
y phase as well as of a study of the magnetic disorder
in the B, v, liquid, and gas phases.

1. The oxygen molecule: what can be measured
with neutron scattering?

Prior to considering the phase diagrams in the next
Section, we shall first recall the main properties of the
molecule itself,

The molecule is diatomic (d = 1.2074 A in the gas
phase) with the electronic configuration

(lo)%(10,)%20,)X(1,)(1m,)* G0 ) (1 )?

The three lowest energy states arising from the
- It oo

¢ Ag, Zg within an ab

initio calculation with atomic orbitals developed in

im)? configuration are £5)
g,

Slater functions [6]. The ground state is 32;, and the

others are higher in energy (respectively, 13120 em™! =

= 18877 K and 21002 cm ™! = 30217 K). So, the only
populated state at room temperature is the triplet state.
Due to the large gap between the energy levels, the
spin-orbit coupling remains very weak at room tem-
perature and S is a good quantum number. The dis-
crepancy between the experimental and calculated Lan-
de factors Bexp = 2. 002089(16), g, = 2. 002064 [7]

and the free molecule factor g . = 2. 00232 has no
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effect on the solid properties. The energy splitting
inside the spin triplet arising from the spin-spin

(A, =047 em™Y) and spin-orbit @, = 1.50 cm™h
couplings can be phenomenologically described by a SZ

term in the Hamiltonian, where A = 4 em™! =58K
and z is the molecular axis. This energy separation can
be neglected at the temperature of the experiments des-
cribed below (40 to 65 K). For a compilation of spectro-
scopic data, see Ref. 8. The magnetic moment,

p=glSES+ 01" %,

can be ascribed to the triplet state, with S = 1 and
g = 2. The magnetic form factor f(q), discussed be-
fow, was calculated by several authors [9-11 ] by rep-
resenting the st orbital as a combination of the 2p
atomic orbitals of the two oxygen atoms:

n; = 2pi - 2p,.

The total electron density has an axial symmetry
D, [12] and the homonuclear molecule has no di-

pole moment. The first nonzero term of the electro-
static energy development is a quadrupole moment of
Q=-0.39: 10720 esu-cm? [13], four times weaker
than that of the N, molecule.

Ab initio calculations show [14 ] that the exchange
interaction between the molecules is direct, with a

very fast (R radial decay. The ab initio exchange
energy can be represented by a Heisenberg term
—JSS,, but the exchange integral J strongly de-

pends on the relative orientation of the molecules.
The coupling is antiferromagnetic in most of the cases
but can become ferromagnetic in some cases. This
latter point, which remains controversial and ques-
tionable [15] and does not appear in most of the
experimental results, giving fairly isotropic physical
properties, may be duc to molecular disorder.

The interactions between molecules are usually
described by a phenomenological Lennard-Jones po-
tential, whose parameters are refined on various phy-
sical properties [16 ], combined with a quadrupolar
contribution and, in the case of oxygen, a magnetic
Heisenberg term, which is rather small in the 50 K
temperature range. What is important in the case of
oxygen (and fluorine) and developed in the next Sec-
tion, is that the quadrupolar term is small, leading to
a phase diagram quite different from the one for other
diatomic molecules. We shall show in the next Section
that the relevant parameter is the relative strength of
the van der Waals and quadrupolar interactions.

As will be seen in Sec. 3, the & orbital carrying the
unpaired electrons is responsible for the magnetic in-
teraction with a neutron that produces a magnetic
scattering of the neutron by the molecule, directly
related to the magnetic form factor of the molecule,
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i.e. the Fourier transform of the z orbital. The measu-
rement of this scattering thus provides an experimen-
tal tool for obtaining results that can be directly com-
pared with quantum chemistry caiculations.

Due to the weakness of the magnetic interaction, as
compared to the van der Waais term, the magnetic
and orientational problems can be treated séparately.
In the paramagnetic and plastic y phase, disordered
in two ways, the magnetic interaction is negligible
and the orientational problem can be understood
without any magnetic consideration. But the presence
of the magnetic moments yields additional experi-
mental information, which greatly helps to under-
stand the nonmagnetic scattering results by enabling
an independent determination of the distance be-
tween the molecules, especially in the liquid phase.

2. Oxygen among the diatomic molecules:
the phase diagrams

In this Section we discuss the results available in
the literature, showing the special place of oxygen
among the diatomic molecuies, and the interest of a
better knowledge of the local orientational disorder in
its plastic phase.

2.1. Long range order

The high pressure phase diagrams have been de-
termined by x-ray scattering since the seventies, es-
pecially by the Los Alamos group [17]. The diamond
anvil cell techniques have been continuocusly impro-
ved, the discovery of new solid phases of the diatomic
cryocrystals closely following the technical progress.
The PT phase diagrams of O, (Olinger et al. [17] is

shown in Fig. 1; those for N, and CO (Mills et al.
[17 ) — in Fig. 2; the zero-pressure diagram of F,—

in Fig. 3 (Jordan et al., Meyer et al. [18]). Due to
extreme experimental difficulties with F,, no high

pressure results have been as yet published to our
knowledge. The NO molecule is not considered here,
since it is no more diatomic in the condensed phase:
one observes a dimerization in the liquid and solid
_phases, so that paramagnetic NO molecules form
diamagnetic dimers in the condensed state..
One clearly observes two classes of solid com-
pounds: the (O,~F,) group, on the one hand, and the

(N,~CO) group, on the other hand, O, and CO being
the extreme cases.

Orthorhombic §
(Fmmm)

PRESSURE ,GPa

Rhombohedral f§
{ R3m)

0 100
Monodlinic o {C2/m)

200
TEMPERATURE , K

300

Fig. 1. PT phase diagram of oxygen [17]. The only orientationally disordered phase is the y phase.
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Fig 2. FT phase diagram of nitrogen and carbone monoxide [17]. The § and & phases are orientationally disordered. The a, ¥, € phases are

orientationally ordered.

For the (G,~F,) group, one observes a cubic A15

plastic structure at zero pressure, with two distinctly
different types of disorder: two molecules (24 sites) at
the corners and centre of the unit cell have a quasi-
spherical disorder while the six other molecules (6¢
sites), located on the faces of the cube, have a disc-
like disorder: they stay within a plane during their

455 53,5

Monodlinic & Cubic B " Liquid

Fig. 3. Phase diagram of fluorine at zero pressure {18].
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rotation, which allows them to be at closer contact
while being disordered. These disc-like molecules
form chains along three equivalent axes of the crystal,
similar as observed in the V,Si-type superconductors.

The spherical-like molecules occupy empty space be-
tween these chains. The plastic phase of oxygen dis-
appears at high pressure.

The various ordered phases can be considered as
some variations of the basic monoclinic structure,
with the planes of molecules parallel to each other,
and parallel to the reciprocal axis ¢*. The distance
between these planes remains almost constant, de-
veloping a deformation within the (a,b) plane, which
leads to the rhombohedral $-O, and orthorhombic

8-0, phases for special values of the in-plane defor-
mation angle and the monoclinic angle 3, respectively.
For the (N,~CO) group, a plastic phase at zero
pressure is also observed, but here the structure is
hexagonal, with only one type of orientational disor-
der. The ordered phase is cubic, with a fcc arrange-
ment of the centres of mass of the molecules and the
molecules, oriented along the (111) directions of the
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cubic unit cell. The most striking result is that a com-
pletely different phase diagram is observed at high.
pressure (with the same A15 structure) than for the
{O,F, group. The low temperature high pressure

rhombohedral £ phase is 2 slightly distorted version of
the AlS structure. In the intermediate-pressure &
phase, the nearest-neighbor molecules (corner and
centre of the tetragonal cell, distance 3.79 K) remain
orthogonal, and the second neighbors (distance 3.964)
form planes of paralle] molecules. :
These phase diagrams can be related in a very
simple way to the fundamental molecnlar features
previously described, if one notices that the O,

- molecules do their best 1o be parallel and to escape the
orthogonal mutual orientation, whereas the N, and

CO molecules do their best to be orthogonal to each
other, thus obeying their strong quadrupolar interac-
tions. But at high pressure, the balance is modified to
the favour of the repulsive exchange interaction and
the influence of the quadrupolar interaction becomes
smaller and smaller, finally leading again to the AlS
structure. The quadrupolar interaction energy varies
as Q2/R5 and the Q2 valuss are 0.16, 0.42, 1.5, 4 (in
10732 esu?: em® units) for G,,F,, N,, CO, respec-
tively, which shows the extreme situation of oxygen.
" So we come to the very simpie idea that the A15
phase is experimentaily showr: (by all the above crys-
tallographic results) to be the stable orientationally
disordered phase of a system of pure guasi-van-der-
- Waals diatomic molecuies, with O,, as the model com-

pound. At the opposite, the hcp phase is the stable
orientationally disordered phase for diatomic mole-
cules with strong quadrupolar interaction, with N, as

the model compound.

As to the ordered phases, the competition between
the Lennard-Jonés and the quadrupolar components
of the interaction potential was already discussed by
English and Venables [121a long time before (1974)
the publication of the high pressure results. They
showed that the low-temperature cubic a-N, phase

and the rhombohedral § phase of G, (with a transi-

tion towards a monoclinic one with increasing d/o)
were the stable phases respectively for strong and
weak quadrupolar interaction in the ordered state.
This is clearly confirmed by experiment.
Since our main interest in the orientational problem
is the plastic disordered phase, we shall restrict the
- discussion to the 415 and hcp plastic phases. ‘

2.2, Short range order

Always adhering to simple considerations, it is now
" interesting to pass from the long range structure ob-
tained by crystallographic experiments to the short
range order. Consider a molecule surrounded by
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twelve neighbors, all the nearest heighbors in the case
of the hep structure or twelve 6¢ molecules around a
central 2Za molecule in the A15 array. Let p; be the

distance between the central molecule and each of its
twelve neighbors (A15: 2a-6¢ distance), p, and p; be

the two possible distances between the surrounding
moelecules (A15: 6¢c-6¢ distances). Textbooks show
that it is possible 16 pass continuously. from an A1S5
structure to a fce structure, with an intermediate very
symmetric icosahedral short range order, by simply
deforming the rectangle formed by four coplanar
neighbors and the central atom. The 3D structure is
obtained with the C, rotations defining the cubic

structure, The only parameters are p, /p; and the

density. The hcp structure is obtained from the fcc
structure by a simple rotation through 60° of a set of
three molecules having a common C; axis that be-

comes the C, axis, thus loosing the cubic symmetry.

But the difference between fcc and hep concerns much
larger distances: for the nearest-neighbor short range
order considered here, the hep and foee 13-molecule
clasters are guite equivalent. The calculated values of
the ratios p, /p, and p4./p, are 0.894 and 1.095 for

the A1S cluster, 1.051 and 1.051 for the icosahedral
cluster, 1.414 and 1.000 for the fcc and hep clusters.
We see a complete inversion between Al5 and hcp
clusters: the molecules can approach much closer in
the A1 structure, thereby allowing the strange disc-
like disorder experimentally observed, with the
cluster structure close Toicosahedral geometry. At the
opposite, all molecules have the same environment in
the hep phase. '

It must be noted that in the icosahedral case, all the
distances between nearest neighbors are the same, as
in hep, but with a completely different local order,
very close to the A1S5 local order.

Several experimental results support the idea that
such an icosahedral structure probably exists in lig-
uid oxygen and experiments are in progress. The very
low vapor pressure in equilibrium with the solid indi-
cates a close similarity of the local orders [20] in the
liquid and the plastic solid. Our magnetic diffuse scat-
tering data are rather similar for the liquid and the
AlS phase and the distance between antiferromag-
netically correlated miolecules is just the same, whe-
reas the splitting of the stretching Raman line dis-
cussed by many authors [21] shows clearly twg
distinct sites of the A15 structure and only one type of
site in all other liguid and solid phases. Thus, at the.
melting transition, the local order clearly changes, as
indicated by Raman data, but the change is small as
indicated by thermodynamics and magnetic scattering.

-In conclusion of this state of the available crystal-
lographic results, interest to study the nature and
details of the short range order is now clearly re-

kindled. These can be a support to any theoretical

Fizika Nizkikh Temperatur, 1996, v. 22, No 2
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study based on energy or force calculations either
implying a priori models of mutual arrangement of
these molecules, or evaluating such arrangements
with simulations.

Oxygen can be considered as the simplest case of
quasi-pure van der Waals system with respect to ori-
entational order or disorder. At the opposite side,
nitrogen can be considered as the model system for
strong quadrupolar coupling. This has been known
for a long time for nitrogen, which is traditionally
taken as the examplary diatomic compound. Oxygen,
often considered as approximately equivalent to nit-
rogen, is abandoned because of the larger experimen-
tal difficulties. We have seen that the notion of this
similarity is not always true.

3. Oxygen and neutron scattering

The most evident drawback of neutron scattering is
the need for a nuclear reactor to produce them and, in
view of the necessity to measure weak signals, the
poor flux of the available sources. But proceeding
from the nature of the interaction between neutrons
and matter (in our case, between the neutron and the
oxygen molecule), several good reasons arise to
choose this radiation for diffuse scattering experi-
ments and diffraction investigation of the disordered
phases of oxygen. Some of these reasons will appear
below. The most evident one is the magnetic interac-
tion.

As shown in the previous Sections, the interesting
problems for neutron experiments are:

— paramagnetic scattering related to the electronic
structure of the molecule itself;

— diffuse magnetic scattering related to the mag-
netic Heisenberg interaction between the magnetic
moments of the molecules;

— nonmagnetic diffraction and diffuse scattering
due to the orientational order or disorder and related
to the intermolecular forces.

Let us now comment on the neutron-molecule in-
teraction itself, which makes these studies possible,
and several consequences for the practical realization
of the experiments. We first discuss some implications
of the nuclear interaction between neutron and nuclei
of the atoms for the experiments described in Sec. 4.
Then we describe the general features of magnetic
scattering as well as the polarization analysis experi-
ments we used for the experiments described in
Sec. 5.

3.1. Nuclear scattering

In a nonmagnetic system, the neutron interacts
with the nuclei of the atoms, which are treated as
points on the scale of interatomic distances. The usual
atomic form factor of x-rays, which damps the mea-
sured signal at high scattering angles, is here rep-
laced by the angle-independent coherent diffusion
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length b. This allows a better measurement at higher
angles, where weak diffraction lines carry significant
information on the disorder in a single crystal experi-
ment as the one described in section 4.1. Since the
interaction of matter with neutrons is much weaker
than with x-rays, the absorption is rather low, and a
neutron beam can travel a few centimeters of matter
before it is absorbed. This allows experiments to be
done far from room temperature with rather simple
sample cells, which would be either impossible or very
difficult in the conditions of a x-ray experiment with a
standard x-ray diffractometer, due to the additional
complication for the beam of beryllium or Mylar win-
dows. It is more so in high-pressure or low-tempera-
ture experiments as is the case with the cryocrystals.
The flux from the actual synchrotron sources is so
high that the absorption problem could be considered
as less important, but the experimental conditions of
a synchrotron, with the beam under high vacuum, the
high flux of radiations and the large dissipation in the
sample makes the use of synchrotron radiation for
cryocrystals still rather unrealistic or very difficult. In’
the case of neutrons, the sample environment is
simpler, considering both the «living conditions» for
the experimentalists near the beam (no vacuum,
rather low level of radiations, and much simpler
biological protection against radiation injury) and,
consequently, the design of the cryostat.

As an example we can mention the thermal design
of our cell for in-situ growth of large single crystals
needed to study the oxygen y phase (see Sections 4.1
and 4.2). The ability of neutrons to cross anything
allowed a much simpler cell design than in the case of
x-rays. Thus, simple analytical models were a good
help in the successful optimization [22] of the cell,
yielding a completely reliable growth method.

Nevertheless, all these advantages of neutrons can
be counterbalanced by the need of large samples of a

few cms, which is sometimes impossible for single
crystal experiments. This is one of the most important
reason why experimental studies of molecular disor-
der from diffuse scattering remain scarce: it is often
impossible to grow large enough single crystals free
from any spurious crystallites, which is necessary for
an unambiguous indexing of the scattering in recipro-
cal space, prior 10 any analysis of the data.

3.2. Magnetic scattering

The theory of magnetic scattering was first de-
veloped by Halpern and Johnson [23] and the first
experimental polarization analysis spectrometer was
built in Oak Ridge by Moon et. al. [24].

The interaction between a neutron and a magnetic
atom can be described by the operator

U=A+Bs1-psS,
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acting on the two eigenstates of the Sz operator,
[+)=11/2,1/2) and |- )= |1/2, =1/2), of the
neutron spin s, represented by the Pauli matrices.
Here I is the spin operator of the nucleus; S is the
electronic spin operator; S, is the active part of the

electronic spin, i.e. the component of S normal to the
scattering vector q (S sin @, where « is the angle S
makes with q); A and B are two constants chosen so as
to match the experimental scattering lengths bt
and b~, measured in the |+) and |—) states. After
averaging the matrix elements of (A + Bs-I) over
nuclear spins one can obtain the matrix elemtnts of U
(see below) as a function of the neutron state. Now,
p is a function of q, namely p = I'g f(q), where I" =
= yry/2 = 0.2695-10" "% cm, y = —1.913 is the gyro-

magnetic ratio of the neutron and ry, the classical
radius of the electron. The magnetic form factor

s = [ aret,0

is the Fourier transform of the spin density.
The sS | term depends on the mutual orientation of

the three vectors s, S and q which can be chosen by
the experimentalist in most cases: s and q depend on
the geometry and the design of the spectrometer, and
3 can be chosen for some samples (e.g. a ferromag-
netic compound in saturating field). This allows a
great variety of differential methods, all based on the
constant value of the nonmagnetic scattering for two
geometries of these three vectors, for which the mag-
netic term changes sign. The geometry is chosen so as
to maximize the magnetic signal as compared to the
other contributions, which are to be subtracted.

‘Four diffusion amplitudes (the matrix elements
of U) can be defined for the four possible transi-
tions of the neutrons:

++ _
U —b+BIz—pS“,

U™ =B+ i) = p(S,, +iS, ),

U =b-BI_—-pS ,,

U™ =B —il) = p(S, —iS,,),

Ut*, U™ are called «non-spin-flip» amplitudes since
they leave the neutron spin unchanged; U™~ , U™+
are the «spin-flip» amplitudes since they change the
neutron spin state; b and B are the coherent and in-
coherent lengths.

The principle of a polarization analysis spectro-
meter is to analyze each of these amplitudes by choos-
ing the polarization of the incident beam using the
first polarizing monochromator and the precession
coils, which sets the |+) or | —) incident state of the
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neutron, and then measuring either spin-flip or non-
spin-flip component of the scattered beam with
another analyzing crystal. Combined with the vectors
arrangements described above, this method proved to
be very efficient to measure weak magnetic signals.
The setup depends on the physical problem to be
studied. Because of the three successive diffusions
and the double polarization filtering between the
reactor and the counter, the experiments are rather
long and cannot be routine.

The usual nuclear scattering discussed in the pre-
vious paragraph depends on b and is purely non-spin
flip. Therefore, it is very easy to eliminate it by simp-
Iy choosing a spin-flip setup. The incoherent nuclear
scattering, which only produces a constant back-
ground, has either a spin-flip or a non-spin-flip com-
ponent, and a differential experiment must be per-
formed to separate it from the magnetic scattering.

In our case, the system is paramagnetic, and we did
not try to align the moments, which should need a
very high magnetic field. It is much easier to place two
perpendicular magnetic coils around the sample, pro-
ducing either a horizontal field parallel to the scatter-
ing vector or a vertical field normal to the scattering
vector. These (weak) fields determine the polariza-
tion o of the neutron in the sample. In this geometry,
the spin-flip (sf) and non-spin-flip (nsf) intensities
are

sf_ nsf _
IH - Imagn + 2/31incoh nucl * - IH =0,
IS =+l
14 magn incoh nuch ’
nsf _
IV - 1/Zlmagn + ys]incoh nucl °

where the index H or Vis the direction of the field.
So, in both cases the magnetic intensity can be
directly obtained from a differential measurement:

Vol pogn = 15 = 1 = 1) = 12

Choice of spin-flip or non-spin-flip conditions
depends on what one wants to measure. In our case
we wanted to measure the magnetic diffuse scattering
which is very weak compared to the intense Bragg
lines of the solid. Now, as the nuclear Bragg lines are
purely non-spin-flip, they will be completely
eliminated by a spin-flip setup.

4. Orientational order and disorder
in the plastic y phase

Before starting the investigation of the diffuse scat-
tering, showing between the Bragg peaks, we
preliminarily re-examined the mean line structure in
the conventional moving-arm single crystal diffrac-
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tion experiments, discussed in Sec. 4.1. Then the dif-
fuse scattering experiment, described in Sec. 4.2, was
performed and an analytical model was developed in
order to improve the standard approximation, neg-
lecting the correlations between the molecules, which
is clearly wrong in our case. This approximation is not
sufficient to provide a proper description of the scat-
tering measured, so we recently started Molecular
Dynamics simulations to overcome the limitations of
the analytical model. First results are presented here
and some problems found when comparing ex-
perimental data with numerical or theoretical calcula-
tions are discussed.

In this Section we shall not enter into details of the
formalism, which are rather cumbersome owing to the
two types of sites and the numerous models of disor-
der. These details will be reported elsewhere. We
would rather discuss here the historical context, the
general ideas behind these models, and the problems
we are facing in the interpretation of such an experi-
ment.

4.1. Standard crystallographic experiment

The AlS structure was first inferred by Jordan et
al. [2]from x-ray diffraction data. Various models of
continuous or statistical disorder were tested, but it
was not possible to choose between these models. The
later neutron diffraction study by Cox et al. [3]
favoured stastistical models with the 2a spherical-like
molecules oriented along (111) directions of the cubic
cell and two different models for the orientation of the
6c disc-like molecules. But some contradictions be-
tween the refined parametiers made difficult the
choice of the parameters needed for the interpretation
of the diffuse scattering data.

So, we preferred to performa this experiment
again [25]. Our experimental results are fully consis-
tent with Cox’s experiment [3 ]. However, due to the
important evolution of the knowledge of molecular
systems and the models used for the analysis of the
data in the period between the two experiments, our
analysis was quite different from the one of Cox et al.

In the early seventies, statistical models were used
as the standard tool for the description of molecular
orientgtional disorder. The seventies and eighties
saw an explosion of the multipolar expansion ana-
lysis, made popular in the community of molecular
crystallography by a series of papers of Huller and
Press [26]. Multipolar expansions were introduced
by Von der Lage and Bethe [27 ] for solid state prob-
lems and widely studied in the sixties by Alimann
with coworkers [28]. These methods were also de-
veloped by the groups in Buffalo (P.Coppens et al.
[29] ) and Helsinki (Kurki-Suonio et al. [30]) for
nonspherical charge distributions. This multipolar
analysis was an important factor of the wide develop-
ment of diffraction analysis of molecular systems.
Concerning our problem, however, one of the results
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of this period is that complex rotational symmetries
have been found, which showed the limitations of the
statistical models. The first problem to appear in the
mid-eighties was with some highly disordered sys-
tems for which centres of mass of the molecules move
when the molecules rotate. This rotation-translation
coupling is rather difficult to introduce in the multi-
polar formalism. There was an attempt [31 ] to intro-
duce such a displacement of the centre of mass with a
Taylor expansion of the rotational probability dis-
tribution function around the mean position of the
centre of mass. But rather obscure parameters are
thus introduced, which do not really enlighten the
underlying physical problem.

Faced both with such an evolution of the molecular
analysis and with a compound with high disorder, low
symmetry (two sites, one of them of noncubic sym-
metry) and too few experimental data to fit the proper
multipolar expansions, we had to go back to the old
statistical models. We investigated numerous sets of
orientations, introduced in the refinement via statisti-
cal models, just as an intermediate tool to simulate
the multipolar expansion process, and not as a final
model. A lot of different sets of orientations produced
the same refinements. The conclusion is that it is not
possible to define a precise set of orientations for the
molecules (e.g., the (111) orientations), but some sets
of orientations were clearly excluded, which can be
interpreted as forbidden orientations or orientational
holes.

The spherical-like 2a molecules are highly disor-
dered, so the fully spherical model could not be ex-
cluded. Nevertheless, the (100) orientations were al-
ways unfavorable, as well as the (120) ones, in the
direction of the 6¢ neighbors. This can be interpreted
as a quasi-free rotation of the 2a molecule, which
simply avoids the unfavourable orientations. For the
6¢ disc-like molecules, a continuous cylindrical disor-
der is clearly excluded. The refinement diverged for
all the models with the 6¢ molecules within 2° in the
vicinity of the {100} and (110) orientations (within the
disc) and was equally successful for any other orien-
tation. This can be interpreted as a wide libration
inside angular sectors 35° to 40° wide, with jumps

between these sectors on the time scale (107!3s) of
the neutron interaction with the molecule.

Another important result is the dramatic effect of
the introduction of a translation-rotation coupling in
the refinement process. For the same sets of orienta-
tions, the crystallographic residue decreased from
about 7.5 9,, which is the usual result for standard
multipolar analysis, down to 2.5 or 3.5 %, depending
on the orientation, which we consider as the expe-
rimental limit of our analysis related to geometry of
the diffractometer and the crystal. This model, where
the 6¢ molecules move along the axis perpendicular to
their rotation plane in order to escape the 2a neigh-
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Fig. 4. Total nuclear neutron scattering: typical scans in interesting
directions of the reciprocal space. The background has been
subtracied. The error bars, indicated on the [010] scan, are the

same for all other scans. Both A~1 and ¢ = 2x/a (a=6.78 A)
wavenumber units are indicated on the horizontal axis. The arrows
above the horizontal axis indicate the position of subtracted Bragg
lines from the sample environment.

bors, is fully confirmed by numerical analysis of the
energy of clusters of molecules.

The advantage of our approach is to have been able
both to obtain the same type of results as with the
multipolar expansion for the orientational disorder,
and to allow the introduction of translation-rotation
coupling in a simple way, with a physically under-
standable parameter.
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4.2. Diffuse scattering

Experimental. The diffuse scattering was measured
in various directions of the available reciprocal space.
The scans were radial in the reciprocal space due to
some resolution probiems associated with the high
intensity of the Bragg peaks. Equivalent directions in
the reciprocal space were carefully checked and the
background, measured with the empty cell at the
same temperature, was subtracted in order to get ex-
perimental data free from any background correction.

Typical scans are plotted in Fig. 4. Figure 5 shows a
map of Scattering intensities within the [001 ] recipro-
cal plane. In any direction of the reciprocal space
(except [100]) we observe a diffuse peak with the

maximum at the same value ¢ = 2.3 &_l, where q is
defined as ¢ = 4n sin6/A. This scattering is very
similar to the one observed in the liquid, but with a
lower intensity. [t is modulated in the reciprocal space
with a broad maximum around the [100] directions
and a sharp minimum just in these [100] directions.
What we have measured in such an experiment is the
total scattering of the system, since we made no ex-
perimental analysis of any parameter. This is what
can be in principle directly compared to a numerical
simulation of the scattering.

General formalism. The experimental data can be
separated into two contributions: the Bragg contribu-
tion, discrete and located at the reciprocal lattice

Fizika Nizkikh Temperatur, 1996, v. 22, No 2
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600
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- {100]

Fig. 5. Schematic contour map of the diffuse scattering ring in the
{001} reciprocal plane.

sites, and the diffuse contribution, continuous and
distributed everywhere in the reciprocal space:

exp(q) Bragg(q) +1 1ffuse(q)

The Bragg contribution is nothing but what was treat-
ed in the previous Section.

Introducing the normalized intensity S(q), the cal-
culated intensity is given by (see, e.g., Dolling et al.
[32p

1) = N5(@) = (T3 b7 7,

wij

where the summations run over all the pairs i, j of
atoms in the crystal; b, is the diffusion length of atom

i located at position r; in the crystal. The {...) means

averaging over the disorder of the system.

A direct calculation is always possible using the
Molecular Dynamics or Monte Carlo methods, but the
main interest is not to calculate this expression but to
get an insight into the nature of the disorder in the
system. Therefore, this expression must be split in
several terms associated with various contributions of
the disorder to which physical meaning can be at-
tributed. The formalism outlined below can be sum-
marized as follows. The first step is to transform the
ensemble of atoms into an ensemble of molecules for
which one must introduce an internal structure and,
thereby, a molecular form factor. The rigid block ap-
proximation allows the separation of translational
and rotational degrees of freedom in clear cut terms.
Finally, correlations between these degrees of free-
dom are considered to consitute the basis for the final
separation of the total scattering.

In the rigid block approximation, each atom icanbe
ascribed to a given molecule m, so one can replace the
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index i by the set (m, a). Then one divides the instan-
taneous position r; of the atom i into three terms:

(i) the constant part R, of the translational degree

of freedom of the centre of mass of the molecule (the
crystallographic site);

(ii) the varying part u i.e. the instantaneous dis-

m,a’
placement of the centre of mass from the above mean
value (including both the high frequency vibrations of the
atoms and the slower global translations);

(iii) the relative position x,, , of the atom with res-
pect to the center of mass, i.e. the rotational degrees
of freedom.

By replacing r; in the previous formula by

ri=Rm+um,a+xm,a=Rm+um+x

m,a
where the rigid molecule approximation allows us to
ascribe the shift u, , to the whole molecule and to
replaceitby u,

One defines a translation factor T, (q) which in-

cludes the varying part of the translational degrees of
freedom of molecule 7, and the normalized rotational
form factor of the molecule, (q), which takes into
account the geometry of the molecule:

T,(q) = 4 "%m

2 ba eiq X
B (q) = +——
> b

a

where the summation runs over all the atoms a of a
given molecule and 8, (q) includes all the rotational

degrees of freedom of molecule m,
-
Bm(a) = cos (q-9)

for such a homonuclear molecule as oxygen (5’ is half
of the internuclear distance). The case of the liquid is
included in these expressions, since it is just the case
where R, = 0 for all the molecules.

The previous expression becomes

e‘q .(R'n - Rn))

5@) = X2 BrBaT T

b

where the summations now run over all molecules m
and n in the crystal.

One splits this expression to distinguish between
the intramolecular (single particle rotation: m = n)
and intermolecular (correlation: m # n) terms:

S(q) = Sintra(q) + Sinter(q)
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or
S(q) = Ssing]e(q) + Scon'(q) M

Both notations can be found in the literature. But
the latter one is ambiguous because both terms in-
volve correlation terms, the only difference being the
location of the relevant atoms.

The intramolecular term is a single-particle term,
which only depends on the rotation of an individual
molecule. It is easy to calculate analytically for rea-
sonable models. This is the major contribution to the
diffuse scattering. The second term is very difficult to
calculate and the usual approximation is to neglect it.
Since both terms involve distances between atoms,
they are generally oscillating functions in the whole
experimental range. For molecules with van der

Waals radiiof o= 3 }?x, the first correlation peak ap-
pears for atoms of neighboring molecules at close con-

tact at ¢ = 2t/o = 2.1 A~L. This value is consistent
with our experimental diffuse peak.

Difficulties arise with the intramolecular term. For
polyatomic molecules, the intramolecular distances
and the intermolecular ones are in the same range
and it is impossible to distinguish in a spectrometer
counter without energy analysis whether the scat-
tered neutron must be attributed to an intramolecular
or an intermolecular contribution. This confusion
puzzled a lot of authors, mainly in liquid systems
(because experiments with plastic crystals were ra-
ther scarce) until the mid-eighties: the intermolecular
term was implicitly neglected and all the experimen-
tal peaks were refined with an intramolecular model,

where the translation terms T:nTn were forgotten.

Reading the papers, it is clear that this confusion can
be associated with the ambiguity of the term «correla-
tion» already mentioned.

Even if one properly takes this term into account,
analysis often is still ambiguous if the two compo-

nents S, ..(q) and S; . (q) are not really separated

by means of experiment, i.e. for sufficiently disor-
deréd systems with the scattering distributed over the
whole reciprocal space. X

An exception is the case when the diffuse scattering
is located in a very narrow domain of the reciprocal
space, as was observed by More et al [33 Jin CBr 4-In

this case the separation of the terms is possible after a
careful analysis and comparison of the calculated in-
tramolecular and experimental scattering. But the
answer is only given at the end of a long single-crystal
analysis without a priori knowledge of what it will be,

Another exception is the case of diatomic mole-
cules: they are the only system where this ambiguity
always disappears, whatever the disorder should be,

since the shorter bond length (d = 1.2 A produces
no oscillation of the intramolecular term for g values
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below ¢ = 2/d = 5.2 A™1. In this and only this case,
the answer can be known from the very beginning,
since a preliminary powder experiment is sufficient to
investigate the presence of a correlation peak, prior to
any single crystal experiment: with oxygen, the dif-
fuse peak at 2.3 A! appeared clearly in powder dif-
fraction experiment, and the data already published
on nitrogen [35] also exhibit such a correlation peak.
Since it includes the same distances as found in the
analysis of liquid state data, this peak is at the same
position as in the liquid, but with a lower intensity.
Therefore, the first fundamental and general result
is that for diatomic molecules, the intramolecular and
intermolecular ranges clearly separate, respectively
in the high-¢ and low-¢ domains, i.e. in a simple way.
The problem is now to calculate this intermolecular
correlation contribution. Within the rigid block mo-
del, the most physical way to split the correlation
term in various contributions is to separate the trans-
lational and rotational degrees of freedom: three cor-
relation terms are introduced, viz. translation-trans-
lation, rotation-rotation, and translation-rotation
terms, or more simply, 77, R-R, and T—R terms.
The total scattering can be split in six terms, S, to S¢

[341:
Sy = > 1@ 71 = KT

Sp= L KTl = KT
Sy= D BHBNToXT,) & Fmn
S¢= 20 BLBNTT,) — <T’:,l><T,;>1 et Fmn
Ss= D0 (TP XTNBB = BrYB e " s
S6= 22 UBB,TrT,) ~ BB XT,T N € mn

RmnERn—Rm 4

where the summations run over the molecules of the
crystal. For the double summations, the notation
X' means that m and n are always different (inter-
molecular terms). §; and S, are the intramolecular

terms associated with the translational and orienta-
tional order, respectively, i.e. S, + 8, =S, . . ; S5 is
the ideal long range order term without any corre-
lation and, thus, without any real significance; S 4
S5, Sg are the correlation terms, respectively, the
T-T term (acoustic phonons), the the R-R term and a
very complex T-R term (including optic phonons).
The important result obtained by Dove and Pawley
in their SF¢ Molecular Dynamics simulation is that
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the S, , S, , S5 are continuous in the reciprocal space,
while S, and S, show both a diffuse component anda

discrete component, which can be ascribed to some
coherence effects, not taken into account by the S3

term.

It is now possible to show equivalence between the
experimental and calculated components. One has to
split S, and S into a diffuse term and a contribution

to the Bragg lines:

(SBragg)exp = S3 + (S4 + Sﬁ)Bragg ’

Saitrusedexp = S1 T 52+ S5+ (S5 + S¢) gigruse -

These expressions can be the starting point of a
comprehensive comparison between experimental
and simulation data.

Now, since we want to model the system, another
question arises: what is analytically calculable ?

The evaluation of the average (...) can be done in
two ways:

(i) a numerical simulation directly produces several
thousands of instantaneous configurations over which
these averages are applied without any difficulty;

(i1) an analytical model needs either the knowledge
of an analytical probability distribution function or a

(limited) set of orientations and positions of the mo-

. -V kT
lecules with the corresponding weights ¢ 1 / for

each relative configurations, where
VR Q,,, Q) is the potential between mole-

cules m and n at distance R ma and with orientations
defined by Q, , ©, . Such modeling can be done for

the orientation of the molecules: this is what we did
for oxygen, as described in the next Section, by treat-
ing R, as the mean position of the molecules, i.e.

neglecting the translation rotation coupling shift of
the centre of mass of 6¢ molecules refined in diffrac-
tion experiment. However, the modeling of the in-
stantaneous positions R, and R, of the molecules,

and hence, the terms invelving T,, and T, seems far

outside the possibilities of the available potentials.
So, the §5 term can be modeled and analytically

calculated, but not the § 4 and 56 terms. Therefore, a

complete analysis of diffuse scattering experiment
needs numerical simulations.
Analytical model. We first decided to ignore the S,

and S¢ terms and calculated analytically the S; term.

We started from the best crystallographic model of
disorder for both types of sites (validated by exten-
sive cluster energy calculations) and fook into account
all the pairs of molecules in S5 . In order to investigate

the correlation range and the correlated pairs, we
reversed the sums grouping together pairs with iden-

tical configurations, equivalent via rotations of the
- 4

il
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symmetry group of the crystal, as in the usual liquid
investigations. Because of the single crystal gcometry
and the numerous molecules and sites, the process of
identifying and sorting the equivalent relative orien-
tations is rather tedious but the result is clear:

- the only contribution that can be ascribed to an
experimental result is a contribution of correlated 2a-
6¢ molecules. This is consistent with numerical clus-
ter calculations. .

- no contribution of the 6¢—6c¢ first neighbors is
found, which is not consistent with the existence of
the disc-like disorder. It only means either that this
contribution must be found in the neglected S, + S

component or maybe that the model used is not
enough disordered (the molecules were located in the
middle of the libration sectors).

- the calculated diffuse scattering is about 10 times
too weak to explain the measurements, but for the
first time it was possible to produce a calculated peak
at the right place of the correlation range, as in ex-
periment [35].

- the broad maximum of the experimental diffuse
scattering can be ascribed to the intramolecular terms
S, + S, and the sharp minimum just in the [100]

direction arises from the S 5 term. Owing to the limita-

tion of the latter term, one cannot really trust the
detailed modulation in the reciprocal space. But the
minimum in the vicinity of the [100 ] direction arises
from the in-plane confinement of the 6¢ molecules.
One can expect to find this feature again in the other
terms.

Despite the numerous results obtained using this
analytical model, the significance of the approxima-
tion made in this calculation is not clear. The main
question concerning the calculated term is: what is the
implication to have put the best diffraction model, i.e.
to restrict the molecular orientations in the averaging
procedure? In this way, we clearly added some infor-
mation to the system, but an information truncated
by the limited set of orientations of the statistical
model: how is this information distributed among the
calculated diffuse scattering contribution?

To go further, Molecular Dynamics simulation is
necessary.

Simulation. A set of 512 molecules was used for this
simulation. Such a box was already used in an erlier
simulation by Klein et al. [36]. We used the same
Lennard-Jones potential as these authors (e = 58 K,
o= 2.998 K) , considered as «not the best» but a good
one, able to reproduce several experimental results.
The cell parameter was first estimated by Monte
Carlo Metropolis with variable volume and zero pres-
sure and T =50 K. The cell parameter was found to

be a=6.65 ‘&, close to the experimental value. The
Molecular . Dynamics included constraints on the
length of the molecules, consistent with the rigid mo-
lecule model, and used the numerical Verlet algo-
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Fig. 6. Calculated diffuse scattering: intramolecular component.
The vertical axis is the normalized scattering intensity (see the for-
mula on page 150). The horizontal axis is in @’ = 27/a units wave-
number. The continuous line is the Molecular Dynamics calculation
(MD). The dotted line is the Analytical model calculation (A). The
long dashed line is the continuous disorder model.

rithm. The time step was 5-107'5 5. After 7500 steps
and stabilization of the system (T = 50.8 K) a first
calculation of the S| to S, terms was performed dur-

ing 10* steps; then another calculation 10° steps long
was made, with the same results.

The results are shown in Figs. 6 to 9, together with
the analytical model calculations described above.
Because the MD S5 value (Fig. 8) is very small, we
compare MD S, + S¢ with A S in Fig. 7. (MD = 2D
molecular dynamics calculation, A = 3D analytical
model). The MD intramolecular contribution (Fig. 6)

is close to that obtained in the analytical model and
always lower than the continuous disorder value.

1.5

S, (@)

15 . . .

0. 1 2 3 4 5 6
q It [510]

Fig. 7. Calculated diffuse scattering: intermolecular component.
The axes as in Fig. 6. The continuous line is the MD S4 + S6 terms.

The dashed line is A S5 with the statistical orientation weights ex-
tracted from the best crystallographic model.
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Fig. 8. Calculated diffuse scattering: intermolecular MD Ss

component for various cutoff distances (in A: 3.4 (curve n,
3.9 (curve 2); 4.5 (curve 3); 6.1 (curve 4). The axes as in Fig. 6.

The distances to the neighbours in the AlS5 structure (a = 6.65 ;\)
in increasing order: dg. g.=334A, dy, .=3.73A,
d6C"6C = 407 A, dza_za =576 A, d6C“6L‘ =6.22 A (not

accounted for). As the cutoff distance increases, a new shell of
neighbors is added.

Several interesting results have been found for the
S, to S¢ contributions:

-the MD S5 term is rather small as compared to the
A S5 term;
- the MD S, + S is about twice as the A Ss term.

The contribution of various pairs can be estimated by
increasing the cutoff length in the calculation of the
S, to S¢ terms, thereby including more and more
pairs in the summations (Figs. 8 and 9). Analysis
shows a major contribution of the 6¢-6¢ first neigh-
bors, as previously expected, but the contribution of

q It [510]

Fig. 9. Calculated diffuse scattering: intermolecular MD S4+ Sg

component for various cutoff distances. The axes and notation as in
Fig. 8.
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the 2a-6¢ pairs is important, as was found in the A
model. The contribution of other pairs are much
smaller;

- the total MD S, + S5 + S is still unable to repro-

duce the experimental data. Besides, the simulated
phase appears 1o be more disordered than the model
arising from experiment. Hence, further refinements
of the parameters of the model seem 1o be necessary.

The MD results show that the analytical model
using a limited set of orientations, extracted from the
best crystallographic fit, simulates part of the
S, + S¢ terms. Additional work is necessary to un-

derstand clearly this effect. Most of the predictions of
this model were found to be correct, so the model may
be used if MD calculations are not available to at least
detect a correlation term or estimate the correlation
range.

4.3. Conclusion

The main results of this study can be summarized
as follows.

The spherical-like 2a molecules are almost totally
disordered, with a tendency to escape several orienta-
tions in the direction of the neighbors. The disc-like
molecules perform wide librations inside angular sec-
tors and jumps between the sectors. The correlated
molecular pairs are mainly the 6¢-6¢ nearest neighbor
pairs and the 2a-6¢ pairs.

The interpretation of the diffuse scattering is ra-
ther delicate, since it requires for us to know how to
separate the intramolecular from the intermolecular
contributions in the experimental data, in order not to
confuse them in the analysis. This is not possible for
any molecule. Polyatomic molecules consisting of mo-
re than two atoms must produce a localized diffuse
scattering. The diatomic molecules are the only sys-
tems in which severe disorder, observed in oxygen
and probably in other diatomics, can be studied with
a reasonable chance of success, since the peak ob-

served in the 2-2.5 A range is a priori known to be due
to intermolecular correlations.

A complete interpretation of the diffuse scatter-
ing requires numerical simulation, since the T-T
and 7—R coupling terms cannot be analytically calcu-
lated.”

As opposed to the numerous systems studied by
Molecular Dynamics (since single crystal are not al-
ways available to perform experiment), our data on
oxygen can be used to check the simulation para-
meters and investigate a lot of details of the disorder.
Analysis is in progress to go further than the prelimi-
nary results reported here.

The analytical model, derived prior the simulation
has been started, was able to predict the range of
correlations between molecules and to show that the
introduction of additional information through the
use of a good rotational disorder model in the R~R
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term had the effect to simulate part of the T-T and
T-R terms. So, this type of model can be used as a
better approximation than just neglecting the correla-
tion term.

5. Magnetic short range order in oxygen.
Magnetic form factor

Magnetic measurements [37] showed an antifer-
romagnetic behavior of the low temperature « and j
phases, whereas the ¥ and liquid phases are clearly
paramagnetic.

We have performed polarized measurements in the
paramagnetic and 8 phases, which were reported
elsewhere {38,39]. We shall not reproduce here the
details of these analyses but just summarize the prin-
ciple of the analysis, the main results, and the general
conclusions. The paramagnetic phases will be dis-
cussed together, then the § phase, and finally the
form factor of the molecule, for which several prob-
lems have been encountered.

A previous polarization analysis experiment [40 ]
showed the presence of strong antiferromagnetic cor-
relations in the liquid phase at T = 82 K, far above
the magnetic ordering point (T = 24 K). The question
was whether these correlations are an intrinsic pro-
perty of the oxygen molecules, or a result of the close
approach of the molecules during their collisions. To
choose between such models, a measurement in the
solid y phase could be enlightening: the densities of
the liquid and the y phase are close but the molecules
in the solid cannot approach their neighbors as close
as during a collision in the liquid.

5.1. Experimental

Using the polarization analysis method described
in Sec. 3, we have measured the magnetic contribu-
tions to the neutron scattering of the magnetically
disordered phases of oxygen. The g-range was 0 to

5 K71 for the liquid and y phases and 0 to 4 A~ for
the 8 phase. The spin flip intensity was measured
separately for two orientations of the magnetic field,
parallel and perpendicular to the scattering vector.
Then, from the difference, an accurate separation of
the magnetic scattering can be obtained, since all
nonmagnetic contributions (nuclear, background,
etc.) vanish. The results were normalized to ¢ =0
with the known magnetic suceptibility [37]. A broad
diffuse peak can be always observed, centered around

g=1.1 A1 in the liquid and y phases and around

g=12 A lin the B phase. The scattering in the plas-
tic y phase is very similar to that in the liquid, but the
peak is broader than in the § phase. A later experi-
ment with gas at a pressure of 100 atm at room
temperature (the density roughly 10 9%, of that of the

.condensed phases) in the 0 to 3A7! range still
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showed the same peak, centered around ¢ = 0.65 Al R
though not so pronounced.

The initial question is clearly answered: strong an-
tiferromagnetic correlations are observed in any
phase and at any temperature, independently of the
phase structure.

The next step is to analyze this broad peak versus
the short range order in the relevant phases.

5.2. Analysis of data: paramagnetic phases

In the case of correlations, the magnetic scattering
can be written for 3 powder sample, where the
S, NS 7, CTOSS terms vanish:

I,,(®) = alf’(q) sin’a) +

+ B{f,(9)/,(9) sin &, sina, cos (q-1,)) + ...

Here f(q) is the magnetic form factor; « is the angle
between the spin S and the scattering vector q, arising
from the S| term of the diffusion amplitudes des-

cribed in Sec. 4; r,, is the distance between the mo-

lecules 1 and 2 considered; a and b absorb all the
factors, but have a precise physical meaning, since
the data are normalized. {...) is an average over orien-
tations of the magnetic moments, i.e. over the
a,a;,a, ... angles and over the scattering vector

orientations, due to the powder average. Other terms
can be considered for further correlated neighbors .
The first term is purely paramagnetic (intramo-
lecular term in the language of Sec.5). The other
terms are intermolecular correlation terms, respon-
sible for the decrease of the scattering and, therefore,
of the magnetic susceptibility at low angles. The latter
is related to the g = 0 scattering by

2 2
Imagn(q =0) =T%T xo /1y »

where I was defined in Sec. 3 and g, is the molecular
susceptibility.

The general case is intricate, but analytical expres- -

sions can be derived within several approximations.
The most natural, considering the known oxygen
structures and the data available, is to assume an-
tiferromagnetic correlations in order to replace

sin a, sin a, by sin? a. This allows us to find analyti-

cal expressions for the correlation term. Another
problem is the possibility of a correlation between the
orientations of the magnetic moment and the mole-
cular axis. Due to the axial symmetry of the p orbital,
three models have been considered in Ref. 40: a total-
ly uncorrelated model, an Ising model with the spin
parallel to the molecular axis, and a XY model with
the spin normal to the molecular axis. For the y phase,
- the result is no doubt to reject the Ising model with
the moment paraliel to the molecular axis. The dif-
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ference between the tetally uncorrelated model and
the XY model is rather smali, but the structures of iow
temperature phases with the moments perpendicular
to the molecular axes are consistent with the XY
model,

The refined distances of the first antiferromagneti-

cally correlated neighbors are r), = 3.37, 3.6 and 5.7 A
in the y, liquid, and gas phases, respectively. For
liguida and gas, a simple formula Iexp(q) =
= a + b sin gr/ gr was used. For the y phase, thereisa
strong suggestion for a correlation up to the second
in-chain neighbor, under the condition that the form
factor should be modified as discussed below.

5.3. The 8 phase

Here the problem is rather different. Many results,
experimental as well as theoretical, have been ac-
cumulated for the low temperature « and § phases.
Let us first review briefly these results.

The antiferromagnetic « structure consists of
parallel layers, the (a,5) planes, in which the
molecules stand upright, parallel to each other, as
already discussed in Sec. 2. The magnetic moment
lies along the b axis of the body-centered monoclinic
cell, i.e. perpendicular to the molecular axis. This
magnetic structure was established by the early
neutron scattering experiments {4 }, showing two ad-
ditional Bragg lines, never observed in x-ray experi-
ments.

The magnetic short range order (SRO) of the 8
phase was discovered at the same time (Collins {4 D:
the two antiferromagnetic Bragg lines of the « phase
are replaced by a broad diffuse peak of magnetic ori-
gin. Based on this first experimental result, theoreti-
cal studies were reported [41-441, all based on two
facts, the rhombohédral structure and the sharp de-
crease of the exchange integrals with the distance
between molecules [14 1. Therefore, most of the theo-
retical models are restricted to the nearest neighbors
within the hexagonal planes. More recent and ela-
borate 2D and 3D models [42] investigate the role of
more distant molecules, Because of the theoretical
difficulty to introduce directly a short range order,
long range order (LRO) models are generally pro-
posed, and the hypothesis is made that this local or-
deris retained as SRO in the real solid. A recent paper
[43] took into account a SRO nature of the correla- -
tions. On the other hand, a LRO model, the «infini-
tely degenerate helix» was also proposed [44): an
asymmetric saw-tooth profile arises from the super-
position of an infinite set of incommensurate Bragg
lines, thus associated with a pure elastic scattering,

The first experimental result in the neutron scat-
tering experiment was obtained by Stephens et
al. [§]. It was related to a triangular SRO model, with

a correlation length of 3.6 A (first neighbor: 3.3 A).

Fizlka Nizkikh Temperatur, 1996, v. 22, No 2
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The authors showed clearly the inelastic nature of the
magnetic diffuse peak, thus excluding the purely
elastic degenerate helix model. Nevertheless, their
experiment was rather difficult to interpret, because
of a strong nuclear background and the restricted

g-range of the experiment (0.6-1.6 K_l), Therefore,
a more precise experiment, reported in Ref. 39, was
necessary in order to be able to distinguish more
clearly between the theoretical models.

The puzzling discrepancy betweern the theoretical
models and the previous experimental results put se-
veral important questions:

(i) Is the magnetic order long or short-ranged?
This question was clearly answered by Stephen’s ex-
periment: the inelastic nature of the scattering (width
6 meV) rules out any LRO model. Our analysis clear-
ly excluded the LRO infinite degenerate helix as well.

(ii) Is the local order 2D or 3D? Our data clearly
favour a 2D model, without correlations between ad-
jacent planes.

(iii) What 2D model? The triangular model of
Ref. 5, although giving a good fit with experiment, is
ruled out, since the calculated peak is slightly shifted
from the experimental peak.

We have concluded that a helicoidal model
(Fig. 10), with an angle of 140 ° between neighboring
magnetic moments is most satisfactory. The correla-

tion length, § K, corresponds roughly to the second
neighbors in the hexagonal plane. The magnetic mo-
ments stay in the hexagonal plane, i.e. orthogonal to
the molecular axis. To interpret the data, especially at
¢ =0 and high ¢, we had to take into account the
important purely paramagnetic component, asso-

Fig. 10. Magnetic structure of 8 oxygen for propagation vector
ky= 0.393[24" ~ 6"} [39].
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ciated with some completely disordered magnetic mo-
ments: this phase supports a paramagnetic behavior.
Whatever the exact value of the angle between the
moments should be, the quasi-triangular SRO obser-
ved in this phase explains both neutron scattering and
susceptibility results. Meier [42] showed thai a LRO
2D triangular magnetic structure is destabilized by
out-of-plane neighbors, while Kuchta et al. [43 ] sho-
wed in a beautiful paper that the a—p transition can
be attributed to the magnetoelastic coupling, whereas
the transition temperature (T aB = 24 K), much

lower than the Néel temperature (TN = 200 K), can

be ascribed to the triangular SRO which stabilizes the
B phase.

5.4. Molecular form factor

In all the phases we studied, the scattering had two
components: a pure paramagnetic component and a
contribution of the intermolecular correlations of va-
riable importance. The correlation contribution al-
ways disappears at high g because of the damping
effect of the averaging over the cos(q-r,,) term. So the

paramagnetic component is the only component at
higher ¢ and can be extracted from our data whatever

the SRO is. This paramagnetic term, (fz(q) sin? a), is
directly related to the magnetic form factor f(q), in-
troduced in Sec. 4 as the Fourier transform of the spin
density, i.e. ]n; | 2 Following the analysis of Kleiner
[91 and Stephens [11], the magnetic form factor can
be expanded in Legendre polynomials of the angle eq
between the molecular axis and the scattering vector q:

flq) = A()(Q) - 5A2(4)P2 (cos Bq) +
+94,(q)P, (cos Bq) -...

The radial functions A, (q) are calculated by Kleiner

(or Stephens) on the basis of the Gaussian atomic
orbitals of Meckler [9]. Only the A;, A,, and 4,

terms are significant. More elaborate developments of
Meier et al. [10], based on higher (3 to 5) Gaussian
orbitals and the Stewart series expansions, give si-
milar results. These expressions were explicitly intro-
duced in the {...) integrals previously mentioned.

In all the phases, the refinements remained rather
poor at high ¢, with the calculated paramagnetic scat-
tering always smaller than the experimental one.
Since these high ¢ data are close to the first zero of

 Ay(g), the predominant terms are the next radial

functions. A phenomenological model, obtained by
multiplying arbitrarily the radial integrals A,(¢) and

A,(g) by a constant factor {, substantially improved

all the refinements at high ¢. An interesting result is
that the same coefficient (§ = 1.4) was appropriate for

155



st
®.

GRYOCRYSTALS 93 Workshop

the 2, ¥, and Yguid phases. Moreover, it did not
m@dx‘ry the bierarchy of the various correlation mo-
dels {39,401, which show that we are really faced with
2 problem in the caleuiated form factor itself and not
with some arisfacts introduced through the correla-
tion term analysis. What is the meaning of this pheno-
menological multiplying factor? We are led to the hy-
pothesis that the calculated 4, and A, integrals are
probably underestimated. Other contributions to
such a discrepancy such 2s multiple scattering or po-
larization efficiency bhave beesn discussed [39] and
found neglizible. Jsing the expansion of the spin
deasity {11 ], one can write the radial integral as

£ s,
Apfmy = 8 drr”exp{~2br) jLa0) ¢, (0)
J

where p,{r) can be analytically expressed in ferms of
modified spherical Bessel functions. Both ¢, (r} and
the spherical Bessel function j, (qr) are growing func-

tions of radius in the relavant ¢r domain. Clearly, an
increase of the radial integral A, (q) can result from

an increase of the radial expangion of the atomic orbi~

tals. In a description of the o orbitals better than only.

the Zp atomic orbitals considered unti! now, an ex-
pansion of the basis of atomic orbitals by adding ato-
mic orbitals with wider radial extension would also
lead to the result of increasing the A, and A, radial

integrals. Whatever the real mechanism, a new theo-
retical approach of representing the magnetic factor
with more rc:llabiﬁ %xpressions in the s orbitals seems
highly desirable

Conclusion

Oxygen exbibitz strong antiferromagnetic correla-
tions in the paramagnetic domain, but they remain
limited tc the closest neighbors. In contrast to the
classical magnetic sysiems, showing various LRO
phases, we have here a unigue LRO phase, as well as

n evolution of the SRO through the phase transitions
assorigted with the onset of orientational and transia-
tional disorder. We belizsve that the Mackler wave
function shonid be improved to beiter represent the
wmagnetic form factor in the high-g domain.

The plastic phase of oxygen exhibits an A15 struc-
ture with two distinct disorders, due to the possibility
to form linear chains of molecules at closer contact
than in the hexagonal structure observed for nitro-
gen. Diffraction, magnetic and nuclear diffuse scat-
tering experiments produced a lot of new results for
this phase. As shown by single crystal diffraction, the
molecules in the chains (Oc¢ sites) rotate within the
planes orthogonzl to the chain axis, performing large

librations of roughly 40° and fumps across the forbid-
den {100} and {110} orientations cuiside the 1077

time-scale accessible to aeutron scaltering experi-
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ments. These molecules are both orientationally and
antiferromagnetically correlated as shown by diffuse
scattering. The other molecules (2a sites) rotate quite
freely with indications that they avoid the {100) and
{120) unfavorable orientatiocns. They were found to be
purely paramaghetic, without correlations of their
magnetic moments with the neighbors, but rather
sirongly orientationally correlated with their twelve
&¢ neighbors arranged in a quasi-icosahedral sym-
metry that we believe 1o persist in the liquid.

More generally, it was found that oxygen can be
considered as a mode!l compound for pure van der
Waals interaction. As 1o the posibility to study the
415 phase, characteristic of quadrupolar-free inter-
actions, oxygen is the only compound accessible at
zero pressure, for which large single crystals can be
grown, allowing various experiments.

Analysis of diffuse scattering has shown that dia-

-tomics are very interesting compounds for the inves-

tigation of the total scattering through a direct com-
parison between experiment and simulation, since
the intramolecular single-particle scatiering and the
intermolecuiar correlation scattering are well sepa-
rated in reciprocal space, thus allowing a less am-
biguous interpretation of the experimental data than
for molecules with more than two atoms. Once again,
oxygen is rather unique since the closer approach of
the molecules allowed by the AlS structure and the
two types of orientational disorder are the origin of a
rather highly correlaied system and a wide variety of
problems 1o be studied.
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