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#### Abstract

An identification problem is considered. It allows to determine the parameters of dynamic system in the discrete case. First, the nonlinear discrete equation is linearized by the method of quasi-linearization. Then, the quadratic functional and its gradient are derived using the statistical data. A calculation algorithm is proposed to the solution of problem in hand. It is shown on an example that the statistical value of the coefficient of hydraulic resistance differs from the obtained value on the order $10^{-4}$. It shows an adequacy of the mathematical model.
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## 1. Introduction.

As it is known, the identification problem plays an important role in solutions of the applied problems from physics, hydrodynamic, oil production $[1,6,7,10,13,14,16]$ and etc. There are different methods for solution of such problems. One of these methods is the optimization method. Choosing the corresponding optimized functional plays an important role in this process. Firstly, the motion of the object is described by the nonlinear system of equations in such applied problems, and further choosing such functional and solving the corresponding problem is problematical. One of the ways to overcome these difficulties is using the iterative method of quasilinearization [4, 9, 17]. Note that if the motion of the object is written as the system of fractional-derivative differential equations then the analogical method may be considered [2].

In the paper the identification problem in the discrete case is considered to determine the parameters, of which in the right part of the system of nonlinear equations with the initial and final conditions [12]. The solution of this problem is reduced to the solution of optimization problem. The given system is reduced to the linear system with respect to the phase coordinates and vector parameters with the method of quasilinearization. Using the least quadratic method a quadratic functional is formed and the expression of the functional gradient is derived. Calculating fundamental matrices in the continuous case [5] is a difficult process than in the discrete case. The computational algorithm is proposed for finding the optimal solution that allows one to define the finding parameters. The results are illustrated in a specific practical example.

## 2. Problem statement.

Let the motion of the object be described by the system of nonlinear discrete equations:

$$
\begin{equation*}
y(i+1)=f(y(i), \alpha), i=\overline{0, N-1} \tag{1}
\end{equation*}
$$

where $y$ is a $n$-dimensional phase vector, $f$ is a $n$-dimensional continuously differentiable function in the interval $(0, T), \alpha$ is a finding $m$-dimensional constant vector, $N$ is a given natural number.

Let the following initial conditions be given

$$
\begin{equation*}
y_{j}(0)=y_{0 j}, \quad j=\overline{1, M} \tag{2}
\end{equation*}
$$

where $M$ is a given natural number, $y_{0 j}$ is a given $n$-dimensional vector.
The problem consists of the finding of the vector $\alpha$ such that the solution of the Cauchy problem (1) - (2) satisfies the given condition

$$
\begin{equation*}
y_{j}(N)=y_{N j}, j=1, N \tag{3}
\end{equation*}
$$

In these cases it is required to find the vector $\alpha$ such that the solution of the problem by initial data (2) be maximally close to the measured data at the end points.

The solution of the problem (1) - (3) can be solved with the different numerical methods, for example the method of quasilinearization [9]. So in the first step we linearize the equation (1) for the solution of the problem (1) - (3). Then selecting some nominal trajectory $y^{0}(i)$ and the parameter $\alpha^{0}$, we assume that ( $\left.k-1\right)$-th iteration has been already fulfilled. If we linearize the equation (1) relatively these data in the order $o\left(y-y^{0}, \alpha-\alpha^{0}\right)$

$$
\begin{gather*}
y^{k}(i+1)=f\left(y^{k-1}(i), \alpha^{k-1}\right)+\frac{\partial f\left(y^{k-1}(i), \alpha^{k-1}\right)}{\partial y(i)}\left(y^{k}(i)-y^{k-1}(i)\right)+ \\
+  \tag{4}\\
+\frac{\partial f\left(y^{k-1}(i), \alpha^{i-1}\right)}{\partial \alpha}\left(\alpha^{k}-\alpha^{k-1}\right)
\end{gather*}
$$

After some transformations the equation (4) can be reduced to the following form

$$
\begin{equation*}
y^{k}(i+1)=A^{k-1}(i) y^{k}(i)+B^{k-1}(i) \alpha^{k}+C^{k-1}(i) \tag{5}
\end{equation*}
$$

where

$$
\begin{gathered}
A^{k-1}(i)=\frac{\partial f\left(y^{k-1}(i), \alpha^{k-1}\right)}{\partial y(i)} ; \quad B^{k-1}(i)=\frac{\partial f\left(y^{k-1}(i), \alpha^{k-1}\right)}{\partial \alpha} ; \\
C^{k-1}(i)=f\left(y^{k-1}(i), \alpha^{k-1}\right)-\frac{\partial f\left(y^{k-1}(i), \alpha^{k-1}\right)}{\partial y(i)} y^{k-1}(i)-\frac{\partial f\left(y^{k-1}(i), \alpha^{k-1}\right)}{\partial \alpha} \alpha^{k-1}
\end{gathered}
$$

Then $y(N)$ from the equation (5) has the form

$$
\begin{equation*}
y^{k}(N)=\Phi^{k-1}(i) y^{k}(0)+\Phi_{1}^{k-1}(i) \alpha^{k}+\Phi_{2}^{k-1}(i) \tag{6}
\end{equation*}
$$

and

$$
\begin{gathered}
\Phi^{k-1}(i)=\prod_{i=N-1}^{0} A^{k-1}(i) ; \Phi_{1}^{k-1}(i)=\sum_{p=1}^{N-1}\left(\prod_{i=N-1}^{p} A^{k-1}(i)\right) B^{k-1}(p-1) ; \\
\Phi_{2}^{k-1}(i)=\sum_{p=1}^{N-2}\left(\prod_{i=N-1}^{p+1} A^{k-1}(i)\right) C^{k-1}(p)+B(N-1)+C(N-1), i=\overline{0, N-1} .
\end{gathered}
$$

To provide that the solution $y_{j}(N)$ of the linearized differential equation (5) with initial data (2) coincides with the values of the measurements $y_{N j}$, we construct the following quadratic functional in the $k$ - $t h$ iteration

$$
\begin{equation*}
I^{k}=\sum_{s=1}^{n}\left(y_{s}^{k}(N)-y_{N S}^{k}\right)^{T} A\left(y_{S}^{k}(N)-y_{N S}^{k}\right), \tag{7}
\end{equation*}
$$

where the symbol $T$ means the operation of transpore, $A$ is a $n \times n$ dimensional constant symmetric weight matrix, that is chosen in each iteration, considering the spesifics of the concrete problem, $y_{N S}^{k}$ is a $n \times 1$ dimensional vector of observation, $y_{s}^{k}(N)$ is a $n \times 1$ dimensional vector defined by (6). Then the solution of the stated problem is reduced to the problem: Find a constant vector $\alpha$, by which the solution of the equation (1) with initial data (2) minimizes the functional (7).

Then substituting $y^{k}(N)$ from (6) into (7) we get

$$
\begin{align*}
J^{k}=\sum_{s=1}^{n} & \left(\Phi_{s}^{k-1}(i) y_{s}^{k}(0)+\Phi_{1 s}^{k-1}(i) \alpha^{k}+\Phi_{2 s}^{k-1}(i)-y_{N S}^{k}\right)^{T} A \times \\
& \times\left(\Phi_{s}^{k-1}(i) y_{s}^{k}(0)+\Phi_{1 s}^{k-1}(i) \alpha^{k}+\Phi_{2 s}^{k-1}(i)-y_{N S}^{k}\right) \tag{8}
\end{align*}
$$

The gradient of the functional $J^{k}$ with respect to the parameter $\alpha^{k}$ has the form

$$
\begin{gather*}
\frac{\partial J^{k}}{\partial \alpha^{k}}=\sum_{s=1}^{n}\left(y_{s}^{k T}(0) \Phi_{s}^{k-1 T}(i) A \Phi_{1 s}^{k-1}(i)+\Phi_{1 s}^{k-1 T}(i) A \Phi_{s}^{k-1} y_{s}^{k}(0)+\right. \\
+\Phi_{1 s}^{k-1 T}(i) A \Phi_{2 s}^{k-1}(i)-\Phi_{1 s}^{k-1 T}(i) y_{N S}^{k}{ }^{T}+\Phi_{2 s}^{k-1 T}(i) \Phi_{1 s}^{k-1}(i)-  \tag{9}\\
\left.\quad-y_{N S}^{k} T \Phi_{1 s}^{k-1}(i)+2 \Phi_{1 s}^{k-1}(i) A \Phi_{1 s}^{k-1}(i) \alpha^{k}\right) .
\end{gather*}
$$

Equating the expression (9) to zero we get

$$
\begin{align*}
& \sum_{s=1}^{n}\left(2 \Phi_{1 s}^{k-1}(i) A \Phi_{1 s}^{k-1}(i) \alpha^{k}\right)=-\sum_{s=1}^{n}\left(y_{s}^{k T}(0) \Phi_{s}^{k-1 T}(i) A \Phi_{1 s}^{k-1}(i)+\right. \\
& \left.+\Phi_{1 s}^{k-1 T}(i) A \Phi_{s}^{k-1} y_{s}^{k}(0)+\Phi_{1 s}^{k-1 T}(i) A \Phi_{2 s}^{k-1}(i)-\Phi_{1 s}^{k-1 T}(i) y_{N S}^{k} T\right) \tag{10}
\end{align*}
$$

Solving the equation (10) with respect to the parameter $\alpha^{k}$ we get the expression for the parameter $\alpha^{k}$

$$
\begin{gathered}
\alpha^{k}=-\frac{1}{2} \sum_{s=1}^{n}\left[\left(\Phi_{1 s}^{k-1}(i) A \Phi_{1 s}^{k-1}(i) \alpha^{k}\right)^{-1} \times y_{s}^{k T}(0) \Phi_{s}^{k-1 T}(i) A \Phi_{1 s}^{k-1}(i)+\right. \\
\left.+\Phi_{1 s}^{k-1 T}(i) A \Phi_{2 s}^{k-1}(i)-\Phi_{1 s}^{k-1 T}(i) y_{N S}^{k}{ }^{T}+\Phi_{2 s}^{k-1 T}(i) \Phi_{1 s}^{k-1}(i)-y_{N S}^{k} T \Phi_{1 s}^{k-1}(i)\right],
\end{gathered}
$$

where is assumed that $\left(\Phi_{1 s}^{k-1}(i) A \Phi_{1 s}^{k-1}(i) \alpha^{k}\right)^{-1}$ exists.
Thus we offer the following computational algorithm for the solution of the identification problem (1) - (3):

## Algorithm.

1. The initial data and parameters from (5) are introduced;
2. The nominal trajectory $y^{0}(i)$ and the parameter $\alpha^{0}$ are selected;
3. $A^{k-1}(i), B^{k-1}(i), C^{k-1}(i)$ from (5) are calculated;
4. The fundamental matrix $\Phi^{k-1}(i)$ and the matrices $\Phi_{1}^{k-1}(i), \Phi_{2}^{k-1}(i)$ from (6) are calculated;
5. The functional $J^{\kappa}$ from 8) is formed and the solution of the equation (10) is found;

6 . For the sufficiently small number $\varepsilon$ the condition

$$
\begin{equation*}
\left|\frac{\partial J^{k}}{\partial a^{k}}\right|<\varepsilon \tag{11}
\end{equation*}
$$

is checked. If the condition (11) is satisfied, the calculation process stops, otherwise go to the step 2.

Example. For illustration of the offered algorithm we consider the example of the gaslift process [6, 15]. It is known that the mathematical model describing the gas-lift process is in the form of the system of partial differential equations

$$
\begin{gather*}
-\frac{\partial P}{\partial x}=\frac{\partial\left(\rho \omega_{c}\right)}{\partial t}+2 a \rho \omega_{c}  \tag{12}\\
-\frac{\partial P}{\partial t}=c^{2} \frac{\partial\left(\rho \omega_{c}\right)}{\partial x} \tag{13}
\end{gather*}
$$

where $P=P(x, t)$ is a pressure of gas and or gas-liquid mixture (GLM; $t, x-$ the time and space variables, respectively $c$ is a speed of sound in the gas or GLM; $2 a=\frac{g}{\omega_{c}}+\frac{\lambda \omega_{c}}{2 D}, g-$ acceleration of free fall; $\lambda$ - coefficient of hydraulic resistance; $\omega_{c}$ - averaged over the cross section velocity of the mixture; $D$ - effective internal diameter of the lift and the annular space; $\rho \omega_{c}=Q / F, Q=\rho \omega_{c} F$ - mass flow rate of injected gas in the annular space and the GLM in the lift; $F$ - constant cross section area of the pump-compressor pipe.

Using time-averaging method the partial differential equations of flow of gas and GLM may be replaced by the ordinary differential equations

$$
\begin{align*}
& \dot{Q}=\frac{2 \alpha\left(\lambda_{c}\right) \rho F Q^{2}}{c^{2} \rho^{2} F^{2}-Q^{2}} ; Q(0)=u  \tag{14}\\
& \dot{P}=-\frac{2 \alpha c^{2} \rho^{2} F Q^{2}}{c^{2} \rho^{2} F^{2}-Q} ; P(0)=P_{0} \tag{15}
\end{align*}
$$

The equation (14) doesn't depend on the equation (15), so this equation can be solved by the method of the variables separated.

The discrete nonlinear equations corresponding to the system of the nonlinear differential equations (14), (15) have the following form:

$$
\begin{array}{ll}
Q(i+1)=Q(i)+h \frac{2 \alpha\left(\lambda_{c}\right) \rho F Q^{2}(i)}{c^{2} \rho^{2} F^{2}-Q^{2}(i)} ; \quad Q(0)=u_{0} ; \\
P(i+1)=P(i)-h \frac{2 \alpha c^{2} \rho^{2} F Q(i)}{c^{2} \rho^{2} F^{2}-Q^{2}(i)} ; \quad P(0)=P_{0} . \tag{17}
\end{array}
$$

The equation (16) includes the coefficient of hydraulic resistance $\lambda_{c}[3,8,11,16]$, which affects to the correctness of calculation of $Q$ in the annular space and lift.

The equation (16) in the intervals $0 \leq i \leq N-1$ and $N+1 \leq i \leq 2 N$ is substituted with the following equations:

$$
\begin{gather*}
Q(i+1)=Q(i)+h \frac{2 \alpha_{1} \rho_{1} F_{1} Q^{2}(i)}{c_{1}^{2} \rho_{1}^{2} F_{1}^{2}-Q^{2}(i)} ; \quad 0 \leq i \leq N-1 ;  \tag{18}\\
Q(i+1)=Q(i)+h \frac{2 \alpha_{2} \rho_{2} F_{2} Q^{2}(i)}{c_{2}^{2} \rho_{2}^{2} F_{2}^{2}-Q^{2}(i)} ; \quad N+1 \leq i \leq 2 N ;  \tag{19}\\
Q(0)=u . \tag{20}
\end{gather*}
$$

At the point $N$ the equations (18),(19) are connected with each other as follows:

$$
\begin{equation*}
Q(N+1)=\gamma Q(N-1)+\left(-\delta_{3}\left(Q(N-1)-\delta_{2}\right)^{2}+\delta_{1}\right) \bar{Q} \tag{21}
\end{equation*}
$$

where $\gamma$ and $\delta_{1}, \delta_{2}, \delta_{3}$ are constant real numbers. For simplicity, assume that the parameters $\gamma, \delta_{1}, \delta_{2}, \delta_{3}$ are known, $\bar{Q}$ is the volume of fluids in the mixture zone.

Some nominal trajectory $Q^{0}(i)$ and the parameter $\alpha^{0}$ are selected and assume that ( $\mathrm{k}-1$ )-th iteration has been already fulfilled. We linearize the system (18), (19) relatively these data and get

$$
\begin{align*}
Q^{k}(i+1)= & A_{1}\left(Q^{k-1}(i), \alpha^{k-1}\right) Q^{k}(i)+B_{1}\left(Q^{k-1}(i), \alpha^{k-1}\right) \alpha^{k}+ \\
& +C_{1}\left(Q^{k-1}(i), \alpha^{k-1}\right), \quad 0 \leq i \leq N-1  \tag{22}\\
Q^{k}(i+1)= & A_{2}\left(Q^{k-1}(i), \alpha^{k-1}\right) Q^{k}(i)+B_{2}\left(Q^{k-1}(i), \alpha^{k-1}\right) \alpha^{k}+ \\
& +C_{2}\left(Q^{k-1}(i), \alpha^{k-1}\right), \quad N+1 \leq i \leq 2 N, \tag{23}
\end{align*}
$$

where

$$
\begin{gathered}
A_{j}\left(Q^{k-1}(i), \alpha^{k-1}\right)=E+h \frac{4 \alpha_{j}^{k-1} c_{j}^{2} \rho_{j}^{3} F_{j}^{3} Q^{k-1}(i)}{\left(c_{j}^{2} \rho_{j}^{2} F_{j}^{2}-Q^{2 k-1}(i)\right)^{2}} \\
B_{j}\left(Q^{k-1}(i), \alpha^{k-1}\right)=h \frac{2 \alpha_{j}^{k-1} c_{j} \rho_{j} F_{j} Q^{2 k-1}(i)}{c_{j}^{2} \rho_{j}^{2} F_{j}^{2}-Q^{2 k-1}(i)} \\
-\left(E+h \frac{4 \alpha_{j}^{k-1} c_{j}^{2} \rho_{j}^{3} F_{j}^{3} Q^{k-1}(i)}{\left(c_{j}^{2} \rho_{j}^{2} F_{j}^{2}-Q^{2 k-1}(i)\right)^{2}}\right) Q^{k-1}(i)-h \frac{2 \rho_{j} F_{j} Q^{2 k-1}(i)}{c_{j}^{2} \rho_{j}^{2} F_{j}^{2}-Q^{2 k-1}(i)} \alpha^{k-1}(j=1,2)
\end{gathered}
$$

and $h$ sufficiently small number.

The equations (22) - (23) may be written at the end of the intervals as

$$
\begin{gather*}
Q^{k}(N-1)=\Phi_{1}^{k-1}(i) Q^{k}(0)+\Phi_{11}^{k-1} \alpha^{k}+\Phi_{21}^{k-1}(i), 0 \leq i \leq N-1 ;  \tag{24}\\
Q^{k}(2 N)=\Phi_{2}^{k-1}(i) Q^{k}(N+1)+\Phi_{12}^{k-1}(i) \alpha^{k}+\Phi_{22}^{k-1}(i), N+1 \leq i \leq 2 N, \tag{25}
\end{gather*}
$$

where

$$
\begin{gathered}
\Phi_{1}^{k-1}(i)=\prod_{i=N-2}^{0} A_{1}\left(Q^{k-1}(i), \alpha^{k-1}\right) ; \Phi_{2}^{k-1}(i)=\prod_{i=2 N-1}^{N+1} A_{2}\left(Q^{k-1}(i), \alpha^{k-1}\right) ; \\
\Phi_{11}^{k-1}(i)=\sum_{j=1}^{N-2}\left(\prod_{i=N-2}^{j} A_{1}\left(Q^{k-1}(i), \alpha^{k-1}\right)\right) B_{1}\left(Q^{k-1}(j-1), \alpha^{k-1}\right)+B_{1}\left(Q^{k-1}(N-2), \alpha^{k-1}\right) ; \\
\Phi_{12}^{k-1}(i)=\sum_{j=1}^{2 N-1}\left(\prod_{i=2 N-1}^{j} A_{2}\left(Q^{k-1}(i), \alpha^{k-1}\right)\right) B_{2}\left(Q^{k-1}(j-1), \alpha^{k-1}\right)+B_{2}\left(Q^{k-1}(2 N-1), \alpha^{k-1}\right) ; \\
\Phi_{21}^{k-1}(i)=\sum_{j=0}^{N-3}\left(\prod_{i=N-3}^{j+1} A_{1}\left(Q^{k-1}(i), \alpha^{k-1}\right)\right) C_{1}\left(Q^{k-1}(j), \alpha^{k-1}\right)+C_{1}\left(Q^{k-1}(N-2), \alpha^{k-1}\right) ; \\
\Phi_{22}^{k-1}(i)=\sum_{j=0}^{2 N-2}\left(\prod_{i=2 N-2}^{j+1} A_{2}\left(Q^{k-1}(i), \alpha^{k-1}\right)\right) C_{2}\left(Q^{k-1}(j), \alpha^{k-1}\right)+C_{2}\left(Q^{k-1}(2 N-1), \alpha^{k-1}\right) .
\end{gathered}
$$

Let's have some statistical data that at the given initial volumes of gas $\tilde{Q}_{s}(0)$ the debit $\tilde{Q}_{s}(2 N)$ is measured at the output, i.e. $\tilde{Q}_{s}(0)$ and $\tilde{Q}_{s}(2 N)$ are known $(s=\overline{1,5})$, where $s$ is the number of measurements.

As in for determining the coefficient of hydraulic resistance we introduce the next quadratic functional:

$$
\begin{equation*}
J^{k}=\sum_{s=1}^{5}\left|Q_{s}^{k}(2 N)-\tilde{Q}_{s}^{k}(2 N)\right|^{2} \tag{26}
\end{equation*}
$$

Putting (25) into (26) we get:

$$
\begin{equation*}
J^{k}=\sum_{s=1}^{5}\left|\Phi_{2 s}^{k-1}(i) Q_{s}^{k}(N+1)+\Phi_{12 s}^{k-1}(i) \alpha^{k}+\Phi_{22 s}^{k-1}(i)-\tilde{Q}_{s}^{k}(2 N)\right|^{2} \tag{27}
\end{equation*}
$$

For the solution of the initial optimization problem оптимизации (20), (24) - (26) we obtain the gradient of the functional $J^{k}$ :

$$
\begin{gather*}
\frac{\partial J^{k}}{\partial \alpha^{k}}=2 \sum_{s=1}^{5}\left|\Phi_{2 s}^{k-1}(i) Q_{s}^{k}(N+1)+\Phi_{12 s}^{k-1}(i) \alpha^{k}+\Phi_{22 s}^{k-1}(i)-\tilde{Q}_{s}^{k}(2 N)\right| \Phi_{12 s}^{k-1}(i)= \\
=2 \sum_{s=1}^{5}\left|\Phi_{2 s}^{k-1}(i) \Phi_{12 s}^{k-1}(i) Q_{s}^{k}(N+1)+\Phi_{22 s}^{k-1}(i) \Phi_{12 s}^{k-1}(i)-\Phi_{12 s}^{k-1}(i) \tilde{Q}_{s}^{k}(2 N)+\left(\Phi_{12 s}^{k-1}(i)\right)^{2} \alpha^{k}\right| \tag{28}
\end{gather*}
$$

Equating (29) to zero we get:

$$
\sum_{s=1}^{5}\left|\left(\Phi_{12 s}^{k-1}(i)\right)^{2}\right| \alpha^{k}=
$$

$$
\begin{equation*}
=-\sum_{s=1}^{5}\left|\Phi_{2 s}^{k-1}(i) \Phi_{12 s}^{k-1}(i) Q_{s}^{k}(N+1)+\Phi_{22 s}^{k-1}(i) \Phi_{12 s}^{k-1}(i)-\Phi_{12 s}^{k-1}(i) \tilde{Q}_{s}^{k}(2 N)\right| . \tag{29}
\end{equation*}
$$

Solving the equation (29) with respect to $\alpha^{k}$ we have [18]
$\alpha^{k}=-\sum_{s=1}^{5}\left|\left(\Phi_{12 s}^{k-1}(i)\right)^{2}\right|^{-1} \sum_{s=1}^{5}\left|\Phi_{2 s}^{k-1}(i) \Phi_{12 s}^{k-1}(i) Q_{s}^{k}(N+1)+\Phi_{22 s}^{k-1}(i) \Phi_{12 s}^{k-1}(i)-\Phi_{12 s}^{k-1}(i) \tilde{Q}_{s}^{k}(2 N)\right|$,
where is assumed that $\left|\left(\Phi_{12 s}^{k-1}(i)\right)^{2}\right|^{-1}$ exists.
Let the parameters from equations (16) - (17) be given by $l=1485 \mathrm{~m}, c=331 \mathrm{~m} / \mathrm{san}$, $\rho=0,717 \mathrm{Kg} / \mathrm{m}^{3}, d=\sqrt{114^{2}-73^{2}} \cdot 10^{-3} \mathrm{~m}, \lambda=0,01$ for $0 \leq i \leq N-1 ; c=850 \mathrm{~m} / \mathrm{san}$, $\rho=0,700 \mathrm{\kappa g} / \mathrm{m}^{3}, d=0,073 \mathrm{~m}, \lambda=0,23$ for $N+1 \leq i \leq 2 N$.

By using algorithm described above, we see that to achieve the accuracy $10^{-3}$ is needed 44 iterations and finally the following result is obtained $\lambda_{c}=0,298342$. Here $\tilde{\lambda}_{c}=0,23$, where $\tilde{\lambda}_{c}$ is the hydraulic resistance value from practice. Note that $\lambda_{c}$ differs from $\tilde{\lambda}_{c}$ to the order $10^{-4}$, and it shows the efficiency of the proposed algorithm.

## 3. Conclusions.

In the considered problem, the quadratic functional is formed for the solution of the identification problem and it allows to find the coefficient of hydraulic resistance. The offered calculation algorithm confirm the adequacy of the constructed mathematical model with practice.

Р Е З Ю МЕ. Розглянуто задачу ідентифікації, яка дозволяє визначити параметри динамічної системи у дискретному випадку. Спочатку нелінійне дискретне рівняння лінеаризується методом квазілінеаризації. Далі за допомогою статистичних даних отримується квадратичний функціонал і його градієнт. Тоді пропонується алгоритм обчислення для задачі, що розглядається. Показано на прикладі, що статистичне значення коефіцієнта гідравлічного опору відрізняється від отриманого чисельно на порядок $10^{-4}$. Це свідчить про адекватність використаної математичної моделі.
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