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BA30BI BU3SHAUYEHHSI OITEPAIIMHOI CACTEMHY IITYYHOI'O
IHTEJIEKTY: IIOHATTS “IHI-AYMKA” i “LLHI-EMOLIA”

The article concerns the concept of “Artificial General Intelligence” (AGI) and in particular the issue of
basic definitions. The article proposed definitions of the concepts: “Al-Thought” and “Al-Emotion”. These
definitions are based on the author’s definitions of "Artificial Intelligence — Individual Type" and “Artificial
Intelligence — Collective Type” (“swarm”) were introduced before. The goal of the definitions is to be used in
the modelling of AI-OS (Artificial Intelligence Operating System). As seen together the set of formulated
definitions allow to model AlI-OS for productive use. A distinctive feature of presented definitions is that they, if
compared with known ones, allow the simulation and design using known methods and approaches.
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CTaTTs CTOCYETBCS KOHICMINi «mITydHOro 3arambHoro intenmekry» (AGIl — Artificial General
Intelligence) i, 30kpema, MUTaHHA PO OCHOBHI ii BU3HAYCHHA. Y CTATTi 3alPOIIOHOBAHO BU3HAYCHHS ITOHSATB!
«I-Tymxa» ta «I-Emomis» (mpedike «I» - «lITy4nii iHTeNeKT» BH3HAUYa€, IO HalaHI BU3HAYCHHS
BITHOCSTHCSA TIIBKH JO 3alpPOIIOHOBAHOIO aBTOPOM MOJENi, 1 HE MAlTh HISKOTO BiTHOIICHHS IO OIHCY
JFOJICBKOTO MO3KY Ta HOro NMCHXiYHHX mpoueciB). Lli Bu3HaueHHs 0a3yrOThCs HAa aBTOPCHKUX BHU3HAYCHHIX
«Itygnnit iHTENEKT - iHOWBiAyanpHUH TUM» Ta «LLTydyHWHA iHTENEKT - KOJCKTHBHUN THIT», AKi Oymn
3ampONOHOBaHI paHilre. MeTor BH3HAYEHb € 1X BUKOpUCTaHHs mpu MozemoBanHi Al-OS («Omepariitnoi
CHCTEMH IITYYHOTO iHTEJEKTy»). [Ipu criipHOMY po3riisaai Habip chOpMyIbOBaHHX BH3HAUYCHB O3BOJISE
MmojemoBatd AI-OS 11 NpoayKTUBHOTO BHKOPHCTAHHS. BiIMIHHOIO PHCOIO IPEACTaBICHUX BH3HAYCHH €
Te, IO BOHM, B TOPIBHAHHI 3 BIJOMUMH (OPMYITIOBAaHHAMH, IO3BOJIAIOTH MOJETIOBATH Ta NPOEKTYBATH
orepariiHy CUCTeMY IITYYHOTO IHTEJIEKTY, BAKOPUCTOBYIOUH BiJJOMI METO/IM Ta ITiJIXO/IH.

KoarouoBi cioBa: IllTy4Huil iHTeIEeKT, BUSHAYEHHS; AyMKa; EMOLIis; ollepalliiiHa cucTeMa.

Introduction

Despite more a half a century of research in the field of Artificial Intelligence and a
much longer history of psychology to date, there is no universally recognized definition of
the concept of "intelligence”. The matter is complicated by the fact that scientists,
engineers and programmers for the organization of works on the development of artificial
intelligence can only accept those definitions that contain concepts and mechanisms that
can be modeled within reasonable economic and time constraints.

The author proposed before the definitions of “Al-Individual Type” and “Al-Collective
Type” [1]. This article with the definitions of “Al-Thought” and “Al-Emotion” continues to
build a system of definitions for the development of an Artificial Intelligence Operating
System within the framework of the concept “Artificial General Intelligence” (AGI).

Problem

The current task of developing an Artificial Intelligence Operating System requires
new definitions of main concepts that could be used as a basis for technical specifications.
At the same time, the modeling of these specifications should be implemented mostly on
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the basis of the existing scientific and technical achievements. The definitions of “Al-
Individual Type” and “Al-Collective Type” should be supplemented by with the concepts
of “Al-Thought” and “Al-Emotion” and further with some others to make the glossary for
Al-OS development.
Current state analysis
In Oxford Dictionary [2] we can see the definition of thought:
Thought (noun):
An idea or opinion produced by thinking, or occurring suddenly in the mind.
“one's thoughts” - one's mind or attention.
An act of considering or remembering someone or something.
usually “thought of” - an intention, hope, or idea of doing or receiving something.
“thought” (dated as adverb) - to a small extent; somewhat (ex.: “those of us who work
at home may find our hands a thought freer”.
The action or process of thinking.
7. The formation of opinions, especially as a philosophy or system of ideas, or the
opinions so formed.
8. Careful consideration or attention.
9. Concern for another's well-being or convenience (ex.: “he is carrying on the life of a
single man, with no thought for me ”.

Academician,  Mrs. Natalia  Bekhtereva, Russian  famous  neuroscientist
and psychologist, in her book “The magic of the brain and the labyrinth of life” wrote that
“she cannot define the thought” [3].

The author does not concern the human brain features but is interested to have the
definitions of “Al-Thought” and “Al-Emotion” that can be used in real constructive
software development. Just now the author has no information about the definitions of the
concepts “thought” and “emotion” to fit this goal.

Goal

In the article the definitions of the concepts: “Al-Thought” and “AI-Emotion” had
been proposed. They will be used in AI-OS development with the definitions of “Al-
Individual Type” and “Al-Collective Type” had been formulated by the author before [1]
and are based on these definitions.

Main material

Definition of the concept “Al-Thought”

“AI-Thoughts ” can be of the following types:

- Thought Type 1 — “Imagined scenario” that was formed by: objects, concepts, and
activities (virtual) “of them” and “with them”.

- Thought Type 2 — “Analysis of properties/characters and their relations — “in static” or
“for period time”.

- Thought Type 3 — “Concepts/object definitions”.

- Thought Type 4 — “Classification/Pattern recognition”.

- Thought Type 5 — “Reasoning/Conclusion”.

- Thought Type 6 — “Decision “to do” the real activities according to the Thought Type 1
in the State 2 (see below)”.

Every Thought Type can be in one of two states:

- Thought Dynamic State — in active software process.
- Thought Static State — thought properties/data had been stored in the memory after the
active program process had been completed.
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The Thought Type 1 in the Thought Static State can be implemented as the
“motivation to do” and ‘“‘scenario/plan/schedule” of real activities of Al-robot with the
correspondent decision — the Thought Type 6 in the Thought Static State”.

Definition of concept “Al-Emotion”

“Any Al-Emotion — it is assumed that there can be several types of one - are
changing the “homeostasis” of Al-Entity to reach more powerful its state - to be able to
attract more energy for an action.

The Emotions are divided on: “Negative” & “Positive” and can be: “Individual Type”
or “Collective Type” (the correspondent functions are also placed in Al-Entity but belong to
Al-Collective Type (“swarm intelligence”).

The “Negative Emotions of Individual Type” occurs in the state of Al-Entity when it
assumes the existing danger for its existence, and when in the input of Al-system (or in its
Al-Thoughts (“imagination”)) there is sharp increasing of information; this can be resulted
also in the decreasing of objective function (see the definition of “Al-Individual Type”
below or in [1]).

The “Negative Emotions of Individual Type” can be resulted by AI-Entity as the
selection of thought/action: “stop”, “run”, “fight”.

The “Positive Emotions of Individual Type” occurs in the state of Al-Entity when it
estimates the situation as safe, when in the input of Al-system (or in its thoughts
(“imagination”)) there is sharp increasing of information that resulted in increasing of
objective function.

The “Negative Emotions of Collective Type” and “Positive Emotions of Collective
Type” are the results of:

- Dominating of Al-Individual Type by Al-Collective Type;

- Interaction between Al-Entities through the mechanism of Al-Collective Type that is
resulted of increasing of objective function (“Positive Emotions”) or decreasing of it
(“Negative Emotions™).

The Rate of the Emotions - or negative or positive ones — is dependent from 3 factors:
1) the estimated state of Al-System (safety or danger);

2) the input information measure (‘“more information — more rate”); and
3) the changing of objective function of Al-Entity”.”

What can be Al-Emotion in the case of computer based Al-Entity? — For example, it
can be synchronization frequency changing: CPU can operate faster in some critical
situation but can be burned if the “stress” lasted long... - the same is with human being...

It looks as reasonable to use also the concept of “Al-Event”. It can be defined as:
“some significant change of information in input signals (negative or positive) or the
recognition / disappear of some object / scene in the view that are important for Al-Entity
at the moment”. But this still requires additional analysis.

Al-Entity can extract “Al-Knowledge” from: input data, Al-Events, Al-Thoughts, - all
this can be seen as Al-Experience.

It is hard to define Al-Knowledge completely but some of it is clear — the set of rules, that
initially will be “innate” for AI-Entity — it will be downloaded when Al-Entity had been born.

As Al-Abstraction/Concepts definitions it can be proposed:

Al-Abstraction/Concept — it is unique name of the class/type of objects or events with the
set of statistically stable parameters/characters in the environment of Al-Entity sensors’ signals.

Al-Abstraction/Concept can be represented in Al-memory in the form of:

- predicate of existence on the set of abstractions/concepts previously defined;

© S. Kornieiev 11



ISSN 1561-5359. llItyunwnii inTeaexkTt, 2017, Ne 3-4

- asymptotic border of the signals/(its parameters) in multidimensional space.

Al-Knowledge can be represented:

Al-Knowledge is the computer coded, uniquely identified, the following groups of data:

Contents — the set of descriptions of the scenes/scenarios that corresponds to the real
world environment where Al-Entity can occur;

Physics laws — descripted in Al-Entity sensors’ environment;

Chemistry laws — descripted in Al-Entity sensors’ environment;

Psychology patterns of human behavior (interactions rules);

Math laws / axioms / theorems / formulas / transformations (with Mathematical logic);

Logic laws: grammar;

The set of events (relevant);

The set of procedures (relevant);

The models of external environment for the contents: “entity — relations”;
procedures-results;

The model of internal structure for the states of Al-Entity;

“Concepts/Abstractions dictionary” / thesaurus;

Characters / patterns;

Obiject / subject: characteristics (static, dynamic); behaviour; way of interactions.
variability, contents.

In particular cases some groups can be empty.

What is Al-Thinking on the base of the definitions discussed? This is the
manipulation and processing of: input data, Al-Events, Al-Thoughts in some emotion state
of Al-Entity. “Cool mind” will be the privilege in the case too.

Al-Memory... Should we define it? The issue with the memory in Al is headache for
every researcher... Author think we should not define the meaning “Al-Memory” — if we
are going to base Al-Entities on the computers we have just now, — we have the memory
(RAM, ROM) clearly defined. But the issue with data structure and its representation is the
core of the Al-OS development.

Learning / Training is the special mode when Al-Entity should believe the Master
and “turn-off the critic” in Al-Individual Type...

Al-Learning

Al-Learning can be:

- Self-learning process to enlarge “Al-Knowledges” (see the definition of “Al-Knowledge”);

- Learning with the “trainer”.

Trainer should have such authority to be recognized by Al-Entity as “trusted subject”.

The “confidence level” can be generated by Al-Entity to rate the knowledges
received from the Trainer.

The Objective Function should compel Al-Entity (as one of the dimensions of the
vector function) to explore the environment for any safety period of time with possible use
of Al-Agent capacity.

The self-learning process started with “border exploration and putting it under the
control” (see “Al-Consciousness” definition) — “Al-Learning: Task 1”.

Al-Learning: Task 2 — “Initial environment exploration”: collection of sensors data
in the motions around the initial place.

Al-Learning: Task 3: “Imitations of motions & signals of “trusted subjects” — “trainers”.

Al-Learning: Task 4: Al-Abstract/Concepts generation (see the correspondent definition).

Al-Learning: Task 5: Formal Language (can be inherited).
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Al-Learning: Task 6: NLP (Natural Language Processing);

Al-Learning: Task 7: Formal Logic (can be inherited).

Al-Learning: Task 8: Models of the environments generation & playing scenarios —
the state “SLEEP” — the state when correspondent Al-Agent part: Part 1 or Part 2 — is free
from any sensors’ data processing — this part has to be isolated from the environment.
During the state “SLEEP” of one part of Al-Agent the other part has to be in sensors’ data
processing mode.

Any Al-Learning Tasks can be operated concurrently.

The author is sure that all functions mentioned above can be modelled with known
approaches with the computers we have just now.

Conclusions

This article presents the author's new results on the development of basic definitions
of the Operating System of Artificial Intelligence (AI-OS).

The definitions of “Al-Thought” and “AI-Emotion” had been proposed. On the base of
these definitions also Al-Abstraction/Concepts, Al-Knowledge and Al-Learning were defined.

It was discussed the possibility to introduce the definitions of: “Al-Events”, “Al-
Memory”, and “Al-Experience” — but these are for further researches.
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PE3IOME

C. Kopuees

ba3oBi BU3HauYeHHs onepaniiiHOI cCMCTeMH IITY4YHOro iHTeJeKTy: moHaTTsa “LIHI-
Aymka” i “IHI-Emonis”

Busnauenns nonammsa “LLI-/{ymxa’”

«LLII-/[ymKu» MOXYTb OYyTH HaCTYITHUX THITIB:
- Hdymka - Tun 1 — “VsaBuuil cuenapiii” mo ¢opmyerbes 3. 00’€KTIB, MOHATH, iX AiH
(ysBHHUX) SIK “0COOMCTHX” TaK “3 HUMHU .
- Jymxka - Tun 2 — “Anani3 BiaacTuBocTell / BiIMIHHOCTEH 1 1X BiJJHOIICHD — ‘¢ cmamuyi”’
4u “3a nepioo uacy”.
- dymka - Tun 3 — “Tlonsitts / BusHaueHHst 00’ ekTy”.
- dymka - Tun 4 — “Knacudikarrist / Po3nizHaBanHs 00pa3sis”.
- Iymxka - Tun 5 — “Jloriunuii BuBin / BUCHOBOK”.
- dymka - Tun 6 — “PimneHHs BUKOHATH peaybHi Aii 3rigHo 3 Jymkoro tumy 1 B Crani 2
(muBHCH HIDKYE)”.

Koxxnuit Tun oymxu Moxe OyTH B IBOX CTaHAaX:
- HAunamiunuii cman OyMKu — B aKTUBHOMY OOUHCITIOBAJIbHOMY MPOIIEC.
- Cmamuunuii cman OymMKuy — JJaH1 Ta BIACTUBOCTI dymKu 30€peKeHi B IaM ATl MiCis TOTo,
K aKTUBHUI 00YHCITIOBAJIbHUI Mpoliec OyB 3aBepIlIECHUI.

Jymka muny | B CTaTUYHOMY CTaHl MO)ke OyTH BHKOpHCTaHa sIK ‘“Momueayis 0
30iticnenns Oitl” 1 K “cyenapiulnianlepagix” peaqbHUX Oil IHTEICKTyalIbHOTO poboTa
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[pY OPUHAHATTI BIANOBITHOTO pitieHHs —/ymka muny 6 B Cmamuynomy cmani”.

Busuauenns nonsmms “LII-Emouyis™

“bynp sika [lII-Emoyis — mepenOavaeTbcs 1m0 MOXe OyTH JIeKinbka TtumiB [I1]-
emoyitl, - 3MiHIO€ “romeoctas” [[II-Cymuocmi 1yisi HOCATHEHHS OB «ITOTYXKHOTO» CTaHy
— TOOTO MaTH MOXKJIUBICTD 3aJy4EeHHS IS J1ild OUIBIIOro 00cATyY eHnepeii.

LII-Emoyii posnoginsatorbest Ha: “Heecamueni” ta “Ilozumusni” 1 MOXYTb OyTH:
“Inousioyanvrnoco muny” 1 “Konexmusnozo muny” (BIAMOBITHI QPYHKIIT TaKOX 0a3yHOThCS
B [lII-Cymnocmi ane Hanexathb 10 [l/I-Korexmusnoeo muny (“swarm intelligence”).

“Heeamueni Emouyii Inougioyanvnozo muny” BUHUKAWOTh B ctaHi [[II-Cymuocmi
Koau «aepenbavaetses (1) HasgBHICTH 3arposu ii icHyBaHHs 1 (2) xonmm Ha Bxomi [llI-
Cucmemu (cercopu) uu B ysBi [II-Cymuocmi (B 1111-Jlymkax) BUHHKA€E pi3Ke 301IbIIICHHS
iHpopmarii», - IMe MOXE TaKOX IPUBOJUTH IO 3MEHIICHHS yiibo60i ¢hynkyii (IuB.
Bu3HaueHHs [/I-Inousioyanvruil mun [1]).

“Heecamueni emoyii iHOugioyarbnoco muny” MOXYTb IHIIIIOBaTH Aii/Bubip LII-
Cymmnocmi 3 iepeniky: “3ampu’, “Oixku”, “Outics”.

“llozumusni emoyii inougioyaronozo muny” BinOyBaroThesi B craHi [/I-Cymnocmi
KOJIM BOHA OIIHIOE CUTYaIIIO SIK «Oe3neyHy» 1 KOJIM Ha BXOAI CeHcopiB (uu B ysBi [/II-
Cymmnocmi) BiiOYBA€ThCS pi3Ke MiJABUIICHHS MOTOKY iH(POPMAIIil, sKe 30KpemMa 30iblIye
Yinbogy (hyHKYiro.

“Heecamueni emoyii xonekmuenoco muny” 1 “Ilozumugni emoyii KoIeKmMueHo2o
muny” € pe3ybTaTOM:

- nominyBauHs LLI-Konexmuenuti mun Han LLI-Inousioyanvruii mun,

- B3aemonii Mix [I-Cymnocmamu depe3 wmexaHism [llI-Konexmusnuii mun 1O B
pe3ynbTaTi miABUINYeE yinbogy ¢yuxyito (“LUI-Ilozumusni Emoyii”) un 3menmye ii (“LI-
Hezamueni Emoyii™).

Iumencusnicmo [II1-Emoyii — HETaTUBHOI YU MIO3UTUBHOI — 3aJICKHTH BiJl 3 (pakTopiB:
1. Bin piBus 6e3neku uu Hebesneku [I/I-Cymuocmi;
2. PiBHA iH(popMarlil 3 ceHcopiB uM ysABHOI iH(opMalii (“Ounbiue iHpopmanii — OisbIIa
IHTEHCHUBHICTB’);
3. 3wminu B yintvoeoi Gynxyii LLI-Cymuocmi.
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