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#### Abstract

The problem of unitarization of representations of algebras generated by idempotents with linear relations is studied. Construction of non-unitarizable representations for some subintervals of continuous spectrum is presented. Unitarization of representations from discrete series is proven.


## 1. Introduction

Representations of algebras generated by projections and idempotents have deep applications in different areas of mathematics such as algebraic geometry, topology, analysis and mathematical physics and have been studied by many authors (see $[5,3,7,9,8,3]$ and bibliography therein). This article is a continuation of work begun in [10, 11, 12]. It deals with the algebras $\mathcal{P}_{n, \alpha}, \mathcal{P}_{n, a b o, \alpha}, \alpha \in \mathbb{R}$, and their multi-parameter generalizations. Recall that the algebras $\mathcal{P}_{n, \alpha}$ and $\mathcal{P}_{n, a b o, \alpha}$ are defined in terms of idempotent generators and relations as follows:

$$
\begin{gather*}
\mathcal{P}_{n, \alpha}=\mathbb{C}\left\langle q_{1}, \ldots, q_{n} \mid q_{j}^{2}=q_{j}, \sum_{j=1}^{n} q_{j}=\alpha e\right\rangle,  \tag{1}\\
\mathcal{P}_{n, a b o, \alpha}=\mathbb{C}\left\langle p, p_{1}, \ldots, p_{n} \mid p^{2}=p, p_{i} p_{j}=\delta_{i j} p_{j}, \sum_{j=1}^{n} p_{j}=e, p_{j} p p_{j}=\alpha p_{j}\right\rangle, \tag{2}
\end{gather*}
$$
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where $\delta_{i j}$ is the Kronecker delta and $e$ is the unit element. The main questions we study in this work are: for which values of parameters the algebras have finite-dimensional representations and whether they are unitarizable, i.e. equivalent to $*$-representations, where the images of idempotent generators are selfadjoint.

The paper is organized as follows: In the second section we construct certain homomorphisms between the algebras $\mathcal{P}_{n, \alpha}, \mathcal{P}_{n, a b o, \tau}$ and matrix algebras over them which give us functors between the categories, $\operatorname{Rep} \mathcal{P}_{n, \alpha}, \operatorname{Rep} \mathcal{P}_{n, a b o, \tau}$, of their representations for different parameters $\alpha, \tau$. Using this result we prove that finite-dimensional representations of $\mathcal{P}_{n, \alpha}$ exist only for $\alpha \in \Sigma_{n} \cap \mathbb{Q}$, where $\Sigma_{n}$ is a union of so called discrete spectrum points and an interval of continuous spectrum points.

In Section 3 we study unitarizability of representations of $\mathcal{P}_{n, \alpha}$. By [16] any finite-dimensional representation of $\mathcal{P}_{n, \alpha}$ for discrete spectrum point $\alpha$ is unitarizable. Our conjecture is that unitarizability fails for rational points in continuous spectrum. We prove that this is in fact true for all rational points in a collection of subintervals of the interval of continuous spectrum. In Section 4 we discuss a generalization $\mathcal{P}_{\left(\alpha^{(1)}, \ldots, \alpha^{(t)}\right), \gamma}$ of $\mathcal{P}_{n, \alpha}$. There is a connection between finding parameters for which there are finite-dimensional representations of $\mathcal{P}_{\left(\alpha^{(1)}, \ldots, \alpha^{(t)}\right), \gamma}$, the famous Horn's problem and semi-stable representations of quivers (see $[4,7,9,11]$ ). It allows us to describe generalized dimensions of irreducible representations in terms of roots of certain Kac-Moody algebras (Theorem 5). In Section 5 we study multi-dimensional version, $\mathcal{P}_{n, \alpha_{1}, \ldots, \alpha_{n}}$ and $\mathcal{P}_{n, a b o, \alpha_{1}, \ldots, \alpha_{n}}$, of $\mathcal{P}_{n, \alpha}$ and $\mathcal{P}_{n, a b o, \alpha}$, in particular, unitarizability and generalized dimensions of their finite-dimensional representations. Here we use several known results on diagonals of matrices.

## 2. Discrete Fourier transform and Coxeter Functors

The main objects of this section are the algebras $\mathcal{P}_{n, \alpha}$ and $\mathcal{P}_{n, a b o, \alpha}, \alpha \in \mathbb{R}$, introduced in the previous section. We begin with finding a sequence of homomorphisms:

$$
\mathcal{P}_{n, \tau n} \xrightarrow{\psi} \mathcal{P}_{n, a b o, \tau} \xrightarrow{\phi} \mathcal{P}_{n, \tau n} \otimes M_{n}(\mathbb{C}) .
$$

Let $\zeta$ be a primitive root of unity of degree $n$. Further on all summation indices will run over $\{1,2, \ldots, n\}$. Put $\psi\left(q_{k}\right)$ equal to $\sum_{i, j} \zeta^{(i-j) k} p_{i} p p_{j}$ and denote $\psi\left(q_{k}\right)$ by $F_{k}$ to shorten notation. It is easy to see that $F_{k}^{2}=F_{k}$ and $\sum_{k=1}^{n} F_{k}=n \tau$. Thus $\psi$ extends to a homomorphism $\psi: \mathcal{P}_{n, \tau n} \rightarrow$ $\mathcal{P}_{n, a b o, \tau}$. Let $S=\left(\bar{\zeta}^{i j}\right)_{i j}$ and $A=S^{*} \operatorname{diag}\left(F_{1}, \ldots, F_{n}\right) S \in M_{n}(\mathbb{C}) \otimes$
$\mathcal{P}_{n, a b o, \tau}$. Then

$$
A_{i j}=\frac{1}{n} \sum_{k=1}^{n} \zeta^{i k} F_{k} \bar{\zeta}^{k j}=\frac{1}{n} \sum_{k=1}^{n} \zeta^{(i-j) k} \sum_{l, r} \zeta^{(l-r) k} p_{r} p p_{l}=\sum_{l=1}^{n} p_{i-j+l} p p_{l}
$$

Set $g_{i j}=\frac{1}{\tau} p_{i} p p_{j}$. It is easy to see that the elements $g_{i j}$ generate $\mathcal{P}_{n, a b o, \tau}$. In these new generators we have $A_{i j}=\tau \sum_{l} g_{i-j+l, l}$.

Define a homomorphism $\phi: \mathcal{P}_{n, a b o, \tau} \rightarrow \mathcal{P}_{n, n \tau} \otimes M_{n}(\mathbb{C})$ putting $\phi\left(p_{j}\right)=$ $e_{j j}$ and $\phi(p)=S^{*} \operatorname{diag}\left(q_{1}, \ldots, q_{n}\right) S$. Obviously, $\phi\left(p_{j}\right)^{2}=\phi\left(p_{j}\right)$, and it is a routine to check that $\phi(p)^{2}=\phi(p)$. We have also

$$
\phi\left(p_{j}\right) \phi(p) \phi\left(p_{j}\right)=\frac{1}{n} \sum \zeta^{j k} q_{k} \otimes e_{j j} \bar{\zeta}^{k j}=\frac{1}{n} \sum_{k} q_{k} e_{j j}=\tau \phi\left(p_{j}\right)
$$

so that $\phi$ extends to a homomorphism $\phi: \mathcal{P}_{n, a b o, \tau} \rightarrow \mathcal{P}_{n, n \tau} \otimes M_{n}(\mathbb{C})$. One can check that $\phi\left(g_{i j}\right)=\frac{1}{n \tau} \sum_{k} \zeta^{(i-j) k} q_{k} \otimes e_{i j}$.

Denote by $\gamma$ the homomorphism $(\psi \otimes i d) \circ \phi: \mathcal{P}_{n, a b o, \tau} \rightarrow \mathcal{P}_{n, \tau} \otimes M_{n}(\mathbb{C})$ and by $\rho$ the homomorphism $\phi \circ \psi: \mathcal{P}_{n, n \tau} \rightarrow \mathcal{P}_{n, n \tau} \otimes M_{n}(\mathbb{C})$. Let $\hat{q}_{t}$ be the sum $\sum_{k} \zeta^{k t} q_{k}$. Formally, $\left(\hat{q}_{1}, \ldots, \hat{q}_{n}\right)$ is the discrete Fourier transform of $\left(q_{1}, \ldots, q_{n}\right)$. Then $\left\{\hat{q}_{1}, \ldots, \hat{q}_{n}\right\}$ is again generators of $\mathcal{P}_{n, \tau}$ since $q_{t}=$ $\frac{1}{n} \sum_{k} \bar{\zeta}^{k t} \hat{q_{k}}$. We have

$$
\begin{aligned}
\rho\left(\hat{q}_{t}\right) & =\sum_{k} \zeta^{k t} \phi\left(\sum_{i, j} \zeta^{(i-j) k} \tau g_{i j}\right)=\sum_{k} \zeta^{k t} \tau \sum_{i, j} \zeta^{(i-j) k} \frac{1}{n \tau} \hat{q}_{i-j} \otimes e_{i j} \\
& =\frac{1}{n} \sum_{k, i, j} \zeta^{(i-j+t) k} \hat{q}_{i-j} \otimes e_{i j}
\end{aligned}
$$

and the $(i, j)$-entry of $\rho\left(\hat{q}_{t}\right)$ is equal to $\hat{q}_{-t}$ for $j \equiv t+i \bmod n$ and 0 otherwise. Thus $\rho\left(\hat{q}_{t}\right)=\hat{q}_{-t} \otimes U^{t}$ where $U \in M_{n}(\mathbb{C})$ is the cyclic permutation matrix $U e_{i}=e_{i-1}, U e_{1}=e_{n}\left(e_{j}\right.$ is the standard basis in $\left.\mathbb{C}^{n}\right)$. This will be used below to prove that $\psi$ is an imbeding of $\mathcal{P}_{n, \tau n}$ into $\mathcal{P}_{n, a b o, \tau}$. Here is some other formulas which can be useful later on. We have

$$
\psi\left(\hat{q}_{t}\right)=\sum_{k} \zeta^{k t} \psi\left(q_{k}\right)=\sum_{k} \zeta^{k t} \sum_{i, j} \zeta^{(i-j) k} p_{i} p p_{j}=n \sum_{i} p_{i} p p_{i+t}
$$

Using this we obtain also

$$
\begin{aligned}
\gamma\left(g_{i j}\right) & =(\psi \otimes i d)\left(g_{i j}\right)=(\psi \otimes i d)\left(\frac{1}{n \tau} \sum_{k} \zeta^{(i-j) k} q_{k} \otimes e_{i j}\right) \\
& =\frac{1}{n \tau} \psi\left(\hat{q}_{i-j}\right) \otimes e_{i j}=\frac{1}{n \tau} n \sum_{s} p_{s} p p_{s+i-j} \otimes e_{i j} \\
& =\sum_{s} g_{s, s+i-j} \otimes e_{i j}
\end{aligned}
$$

Theorem 1. The mapping $\psi: \mathcal{P}_{n, n \tau} \rightarrow \mathcal{P}_{n, a b o, \tau}$ is injective.
Proof. Since $\left\{\hat{q}_{t}\right\}_{t=1}^{n}$ generate $\mathcal{P}_{n, n \tau}$ there is a linear basis $W$ of $\mathcal{P}_{n, n \tau}$ consisting of words $w=w\left(\hat{q}_{1}, \ldots, \hat{q}_{n}\right)$. Since the mapping $\hat{q}_{t} \rightarrow \hat{q}_{-t}$ extends to an automorphism the set $W_{-}=\left\{w\left(\hat{q}_{-1}, \ldots, \hat{q}_{-n}\right) \mid w \in W\right\}$ is also a basis. Thus the set $\left\{w \otimes U^{t} \mid w \in W_{-}, 0 \leq t \leq n-1\right\}$ is linearly independent. Clearly $\rho\left(\hat{q}_{i_{1}} \ldots \hat{q}_{i_{r}}\right)=\hat{q}_{-i_{1}} \ldots \hat{q}_{-i_{r}} \otimes U^{i_{1}+\ldots+i_{r}}$ for any $n-$ tuple of non-negative integers $i_{1}, \ldots, i_{r}$. Hence $\{\rho(w)\}_{w \in W}$ is linearly independent and therefore $\rho$ is injective. The injectivity of $\psi$ follows from the relation $\rho=\phi \circ \psi$.

Let $\operatorname{Rep} \mathcal{P}_{n, \alpha}$ and $\operatorname{Rep} \mathcal{P}_{n, a b o, \tau}\left(\operatorname{Rep}_{f d} \mathcal{P}_{n, \alpha}\right.$, and $\left.\operatorname{Rep}_{f d} \mathcal{P}_{n, a b o, \tau}\right)$ be the categories of bounded (finite-dimensional) representations of $\mathcal{P}_{n, \alpha}$ and of $\mathcal{P}_{n, \alpha}$ and $\mathcal{P}_{n, a b o, \tau}$ respectively. In [16] two homomorphisms $\xi: \mathcal{P}_{n, a b o, \tau} \rightarrow$ $\mathcal{P}_{n, \frac{1}{\tau}} \otimes M_{n}(\mathbb{C})$ and $\phi_{2}: \mathcal{P}_{n, \frac{1}{\tau}} \rightarrow \mathcal{P}_{n, a b o, \tau}$ are defined. In our notations $\xi\left(p_{j}\right)=q_{j} \otimes e_{j j}, \xi(p)=\tau \sum_{i, j} q_{i} q_{j} \otimes e_{i j}$ and $\phi_{2}\left(q_{k}\right)=\frac{1}{\tau} p p_{k} p$. It was proved (see [16]) that these homomorphisms induce mutually inverse equivalences of the categories $\operatorname{Rep} \mathcal{P}_{n, a b o, \tau}$ and $\operatorname{Rep} \mathcal{P}_{n, \frac{1}{\tau}}$. Taking the compositions $\xi \circ \psi: \mathcal{P}_{n, n \tau} \rightarrow \mathcal{P}_{n, \frac{1}{\tau}} \otimes M_{n}(\mathbb{C})$ and $(\psi \otimes i d) \circ \xi: \mathcal{P}_{n, a b o, \tau} \rightarrow \mathcal{P}_{n, a b o, \frac{n}{\tau}}$ we obtain the induced functors

$$
\Pi: \operatorname{Rep} \mathcal{P}_{n, \alpha} \rightarrow \operatorname{Rep} \mathcal{P}_{n, \frac{n}{\alpha}} \text { and } \tilde{\Pi}: \operatorname{Rep} \mathcal{P}_{n, a b o, \tau} \rightarrow \operatorname{Rep} \mathcal{P}_{n, a b o, \frac{n}{\tau}} .
$$

Other equivalence functors

$$
T: \operatorname{Rep} \mathcal{P}_{n, n-\alpha} \rightarrow \operatorname{Rep} \mathcal{P}_{n, \alpha} \text { and } \tilde{T}: \operatorname{Rep} \mathcal{P}_{n, a b o, 1-\tau} \rightarrow \operatorname{Rep} \mathcal{P}_{n, a b o, \tau}
$$

we get by considering homomorphisms $t: \mathcal{P}_{n, \alpha} \rightarrow \mathcal{P}_{n, n-\alpha}$ and $t_{a b o}$ : $\mathcal{P}_{n, a b o, \tau} \rightarrow \mathcal{P}_{n, a b o, 1-\tau}$ given on the generators by $t\left(q_{i}\right)=1-q_{i}, t_{a b o}\left(p_{i}\right)=$ $p_{i}$ and $t_{a b o}(p)=1-p$. Clearly all mentioned functors map finitedimensional representations into finite-dimensional ones.

Let $\Lambda_{n}, \Lambda_{n, f d}, \widetilde{\Lambda}_{n}$, and $\widetilde{\Lambda}_{n, f d}$ be the set of all $\alpha$ for which $\operatorname{Rep} \mathcal{P}_{n, \alpha}$, $\operatorname{Rep}_{f d} \mathcal{P}_{n, \alpha}, \operatorname{Rep} \mathcal{P}_{n, a b o, \alpha}$ and $\operatorname{Rep}_{f d} \mathcal{P}_{n, a b o, \alpha}$ respectively are non-empty. Then the functors $\Pi$ and $\tilde{\Pi}$ generate the dynamical system $x \rightarrow \frac{n}{x}$ on $\Lambda_{n}$, $\Lambda_{n, f d}, \tilde{\Lambda}_{n}$ and $\tilde{\Lambda}_{n, f d}$. Considering the compositions $(T \Pi)^{2}$ and $(\Pi T)^{2}$ we obtain also the following maps on $\Lambda_{n}$ and $\Lambda_{n, f d}: \Phi^{-}(\alpha)=n-1-\frac{1}{\alpha-1}$ and $\Phi^{+}(\alpha)=1+\frac{1}{n-1-\alpha}$.

In order to formulate our next statement we need to recall some facts from [10] on $*$-representations of the $*$-algebras $\mathcal{P}_{n, \alpha}$ with involution defined by $q_{i}^{*}=q_{i}$. If no confusion arise we write also $\operatorname{Rep} \mathcal{P}_{n, \alpha}$ for the category of $*$-representations $\pi: \mathcal{P}_{n, \alpha} \rightarrow B(H), B(H)$ being the $*$-algebra of bounded operators on a Hilbert space $H$.

Let $\Sigma_{n}$ be the set of all $\alpha$ for which there exist $*$-representations in $B(H)$ of the $*$-algebra $\mathcal{P}_{n, \alpha}$. The complete description of $\Sigma_{n}$ was obtained in [10] using the Coxeter functors on the categories Rep $\mathcal{P}_{n, \alpha}$ of *-representations of $\mathcal{P}_{n, \alpha}$, the one similar to $(T \Pi)^{2}$ and $(\Pi T)^{2}$. They also generate the same dynamical systems on $\Sigma_{n}$ given by the mapping $\Phi^{+}$and $\Phi^{-}$. The functor $T$ which maps $*$-representations into $*$-representations gives the mapping $\Psi(\alpha)=n-\alpha$ on $\Sigma_{n}$. Let $\Phi^{+k}$ denote the $k$-th iteration of $\Phi^{+}$. In [10] it was proved that

$$
\Sigma_{n}=\Delta_{n} \cup\left(n-\Delta_{n}\right) \cup\left[\beta_{n}, n-\beta_{n}\right]
$$

where $\Delta_{n}=\left\{\Phi^{+k}(0), \Phi^{+k}(1)\right\}_{k \geq 0}$ and $\beta_{n}=\frac{n-\sqrt{n^{2}-4 n}}{2}$. The points of $\Delta_{n}$ and $n-\Delta_{n}$ are called the discrete spectrum points, and the points of $\left[\beta_{n}, n-\beta_{n}\right]$ are called the continuous spectrum points. We denote by $\Sigma_{n, f d}$ the set of those $\alpha$ for which there exist finite-dimensional $*-$ representations of $\mathcal{P}_{n, \alpha}$. The following theorem was announced in [16].

Theorem 2. $\Lambda_{n, f d}=\Sigma_{n, f d}=\left(\Delta_{n} \cup\left(n-\Delta_{n}\right) \cup\left[\beta_{n}, n-\beta_{n}\right]\right) \cap \mathbb{Q}$.
Proof. The last equality was proved in [10]. To show the equality of the first and the third sets we claim first that $\Lambda_{n, f d} \cap(0,1)=\emptyset$. In fact, it is known that $\operatorname{tr} Q=\operatorname{dim} \operatorname{Im} Q$ for any idempotent $Q$ and therefore taking the trace from the both hand sides of the equality $Q_{1}+\ldots+Q_{n}=\alpha I$ we obtain

$$
\operatorname{dim} \operatorname{Im} Q_{1}+\ldots+\operatorname{dim} \operatorname{Im} Q_{n}=\alpha \cdot \operatorname{dim} H<\operatorname{dim} H
$$

if $0<\alpha<1$. This implies that $\operatorname{Im} Q_{1}+\ldots+\operatorname{Im} Q_{n}$ is a proper subspace of $H$. On the other hand,

$$
v=\frac{1}{\alpha}\left(Q_{1}+\ldots+Q_{n}\right) v \in \operatorname{Im} Q_{1}+\ldots+\operatorname{Im} Q_{1}
$$

for any $v \in H$, a contradiction.
Applying now first our functor $T$ and then the functor $\Pi$, we obtain $\Lambda_{n, f d} \cap(n-1, n)=\emptyset$ and $\Lambda_{n, f d} \cap\left(1,1+\frac{1}{n-1}\right)=\emptyset$, which was a hard part of the analogous result for $\Sigma_{n}$. One can easily show the following inequalities:

$$
0<1<1+\frac{1}{n-1}=\Phi^{+}(0)<\Phi^{+}(1)<\Phi^{+}\left(\Phi^{+}(0)\right)<\Phi^{+}\left(\Phi^{+}(1)\right)<\ldots
$$

Since there is no finite-dimensional representation for $\alpha$ from $(0,1)$ and $\left(1, \Phi^{+}(0)\right)$, applying the functor $(T \Pi)^{2}: \operatorname{Rep}_{f d} \mathcal{P}_{n, \alpha} \rightarrow \operatorname{Rep}_{f d} \mathcal{P}_{n, \Phi^{+}(\alpha)}$ we conclude that there is no finite-dimensional representation for $\alpha$ from the
union $\cup_{k \geq 0}\left(\Phi^{+k}(0), \Phi^{+k}(1)\right) \bigcup \cup_{k \geq 0}\left(\Phi^{+k}(1), \Phi^{+(k+1)}(0)\right)$. Since, clearly, $\{0,1\} \subset \Lambda_{n, f d}$, the application of the functor $(T \Pi)^{2}$ gives $\Delta_{n} \subset \Lambda_{n, f d}$. Noting now that $\Phi^{+k}(0)$ and $\Phi^{+k}(1)$ has the limit point $\beta_{n}$ we get $\Lambda_{n, f d} \cap$ $\left[0, \beta_{n}\right)=\Delta_{n}$. Similar argument shows that $\Lambda_{n, f d} \cap\left(n-\beta_{n}, n\right]=n-\Delta_{n}$.

By $\left[10\right.$, Theorem 6], $\left[\beta_{n}, n-\beta_{n}\right] \cap \mathbb{Q} \subset \Sigma_{n, f d}$ implying $\left[\beta_{n}, n-\beta_{n}\right] \cap$ $\mathbb{Q} \subset \Lambda_{n, f d}$. To finish the proof we just note that $\Lambda_{n, f d}$ can not contain irrational points. This can be seen by taking the trace from the both hand sides of the equality $Q_{1}+Q_{2}+\ldots+Q_{n}=\alpha I$.

The question when the sum of idempotent bounded operators on a Hilbert space (not necessarily finite-dimensional) is a multiple of the identity operator, was studied in [15]: for each $\alpha \in \mathbb{C}$ there exist at most five idempotents whose sum is $\alpha I$, i.e. $\Lambda_{n}=\mathbb{C}$ if $n \geq 5$ while sum of one, two, three and four idempotents can be $\alpha I$ if and only if $\alpha \in \Sigma_{1}, \Sigma_{2}, \Sigma_{3}$ and $\Sigma_{4}$ respectively.

## 3. Non unitarizable representations on continuous spectrum

In this section we will investigate the question whether each $n$-tuple of idempotents $\left(Q_{1}, \ldots, Q_{n}\right)$ on a finite-dimensional space with the sum equal to $\alpha I$ is similar to an $n$-tuple of projections $\left(P_{1}, \ldots, P_{n}\right)$, i.e., whether there exists an invertible matrix $S$ such that

$$
S^{-1} Q_{i} S=P_{i}, \quad i=1, \ldots, k .
$$

This is equivalent to the question whether there exists an equivalent Hermitian form on the finite-dimensional space such that the representation $\pi$ of $\mathcal{P}_{n, \alpha}, \pi\left(q_{i}\right)=Q_{i}, 1 \leq i \leq n$, is a $*$-representation with respect to this Hermitian form, in this case we say that the representation $\pi$ is unitarizable. As it follows from Theorem 2 finite-dimensional representations of $\mathcal{P}_{n, \alpha}$ exist only for those $\alpha$ for which there exists a finite-dimensional *-representation of $\mathcal{P}_{n, \alpha}$. The following theorem was proved in [16].

Theorem 3. If $\alpha \in \Sigma_{n} \cap \mathbb{Q}$ for $n=1,2,3$ and $\alpha \in\left(\Delta_{n} \cup\left(n-\Delta_{n}\right)\right) \cap \mathbb{Q}$ for $n \geq 4$, then any finite-dimensional representation of the algebra $\mathcal{P}_{n, \alpha}$ is unitarizable.

For $\alpha=2, k=4$ it follows from [2] that in each space of dimension $7 k, k \in \mathbb{N}$, there exist indecomposable $n$-tuples of idempotents with sum equal to $\alpha I$ while any indecomposable ( $=$ irreducible) $n$-tuple of such projections act either in one- or two-dimensional spaces (see [17]). Therefore, there exist non-unitarizable finite-dimensional representations of the algebra $\mathcal{P}_{4,2}$.

Conjecture. For any $\alpha \in\left[\beta_{n}, n-\beta_{n}\right] \cap \mathbb{Q}$ there exist idempotent matrices $Q_{1}, \ldots, Q_{n}$ which are not similar to any $n$-tuple of projection matrices and such that $Q_{1}+\ldots+Q_{n}=\alpha I$.

In support of this conjecture we have the following
Proposition 1. Let $I_{n}=\left[2+\beta_{n-2} / 2, n-2-\beta_{n-2} / 2\right], \Psi(\alpha)=n-\alpha$. Then for any $n \geq 9$ and any $\alpha \in\left(\cup_{k \geq 0} \Phi^{+k}\left(I_{n}\right) \cup \Psi\left(\Phi^{+k}\left(I_{n}\right)\right)\right) \cap \mathbb{Q}$ there exists a non-unitarizable representation of the algebra $\mathcal{P}_{n, \alpha}$.

Proof. We will use the fact that there exist non-unitarizable quadruple of idempotents $Q_{1}, Q_{2}, Q_{3}, Q_{4}$ in $\mathbb{C}^{7 k}, k \in \mathbb{N}$ such that $Q_{1}+Q_{2}+Q_{3}+Q_{4}=$ $2 I$. Clearly, for each $\delta \in \Sigma_{n-4} \cap \mathbb{Q}$ we can find $n-4$ projections $P_{k}$ with the sum equal to $\delta I$ in one of the spaces $\mathbb{C}^{7 k}$ by taking if necessary a direct sum of the same projections. Then the $n$-tuple $\left\{Q_{i}, 1 \leq i \leq 4, P_{i}, 1 \leq i \leq\right.$ $n-4\}$ is non-unitarizable and $\sum_{i=1}^{4} Q_{i}+\sum_{i=1}^{n-4} P_{i}=(\delta+2) I$. We have therefore non-unitarizable representations of $\mathcal{P}_{n, \alpha}$ for $\alpha \in\left[2+\beta_{n-4}, n-2-\beta_{n-4}\right]$.

Next we search for idempotents $P_{i}, 1 \leq i \leq n$, in $\mathbb{C}^{l} \oplus \mathbb{C}^{l}, l=7 k$, in the form $P_{i}=Q_{i} \oplus R_{i}, 1 \leq i \leq 4, P_{i}=0_{l} \oplus R_{i}, 5 \leq i \leq n-2$ and

$$
\begin{aligned}
P_{n-1} & =\left(\begin{array}{cc}
\tau I_{l} & \sqrt{\tau(1-\tau)} I_{l} \\
\sqrt{\tau(1-\tau)} I_{l} & (1-\tau) I_{l}
\end{array}\right) \\
P_{n} & =\left(\begin{array}{cc}
\tau I_{l} & -\sqrt{\tau(1-\tau)} I_{l} \\
-\sqrt{\tau(1-\tau)} I_{l} & (1-\tau) I_{l}
\end{array}\right)
\end{aligned}
$$

such that $\left\{Q_{i}\right\}_{i=1}^{4}$ is a non-unitarizable quadruple of idempotents with the sum equal to $2 I_{l}$ and $\sum_{i=1}^{n} P_{i}=\alpha I_{2 l}$. This forces $2 \tau=\alpha-2$ and $R_{i}$, $1 \leq i \leq n-2$, to be idempotents in $\mathbb{C}^{l}$ satisfying

$$
\sum_{i=1}^{n-2} R_{i}=(\alpha-2(1-\tau)) I_{l}=(2 \alpha-4) I_{l}
$$

Such idempotent matrices $R_{i}$ exist for some $k \in \mathbb{N}$ if $2 \alpha-4 \in\left[\beta_{n-2}, n-\right.$ $\left.2-\beta_{n-2}\right]$, i.e, $\alpha \in\left[2+\beta_{n-2} / 2,1+\left(n-\beta_{n-2}\right) / 2\right]$. Then for $P_{n-1}, P_{n}$ to be idempotents we have $\tau \in[0,1]$ implying also $\alpha \in[2,4]$.

We claim now that for $\alpha \in\left[2+\beta_{n-2} / 2,1+\left(n-\beta_{n-2}\right) / 2\right] \cap[2,4] \backslash\{3\}=$ $\left[2+\beta_{n-2} / 2,4\right] \backslash\{3\}$ the corresponding $n$-tuple $\left\{P_{i}\right\}_{i=1}^{n}$ is not equivalent to an $n$-tuple of projections. In fact, assuming that there exists an invertible matrix $C$ such that $\left(C P_{i} C^{-1}\right)^{*}=C P_{i} C^{-1}, 1 \leq i \leq n$, we obtain from the equality for $i=n-1, n$ that $C^{*} C=C_{1} \oplus C_{2}$. Then the equality for $1 \leq i \leq 4$ gives $Q_{i}^{*} C_{1}=C_{1} Q_{i}$ and $\left(\sqrt{C_{1}} Q_{i}{\sqrt{C_{1}}}^{-1}\right)^{*}=\sqrt{C_{1}} Q_{i}{\sqrt{C_{1}}}^{-1}$,
a contradiction. For $\alpha=3$ we construct a non-unitarizable $n$-tuple by taking $P_{i}=Q_{i}, 1 \leq i \leq 4, P_{4}=I$ and $P_{i}=0$ for $6 \leq i \leq n$. Thus we have non-unitarizable representations of $\mathcal{P}_{n, \alpha}$ for
$\alpha \in\left[2+\beta_{n-2} / 2,4\right] \cup\left[2+\beta_{n-4}, n-2-\beta_{n-4}\right]=\left[2+\beta_{n-2} / 2, n-2-\beta_{n-4}\right]$.
Applying now the Coxeter functors corresponding to $\Phi^{+}, \Phi^{-}, \Psi$ which map non-unitarizable representations into non-unitarizable (see [16, Theorem 6]), we obtain the statement.

We say that an interval $I_{1}=[a, b]$ is less than an interval $I_{2}=[c, d]$ and write $I_{1}<I_{2}$ if $b<c$. A simple calculation shows that the intervals from the proposition above satisfy $\Phi^{+(k+1)}\left(I_{n}\right)<\Phi^{+k}\left(I_{n}\right)$ and $\Psi\left(\Phi^{+k}\right)\left(I_{n}\right)<\Psi\left(\Phi^{+(k+1)}\right)\left(I_{n}\right)$. There are still a lot of points left where we do not know the non-unitarizability, e.g. the length of the interval between $\Phi^{+}\left(I_{n}\right)$ and $I_{n}$ is greater than $5 / 6$ and goes to $5 / 6$ as $n \rightarrow \infty$.

Theorem 4. The functor $\Pi: \operatorname{Rep} \mathcal{P}_{n, \alpha} \rightarrow \operatorname{Rep} \mathcal{P}_{n, \frac{n}{\alpha}}$ maps unitarizable representations into unitarizable one.

Proof. It follows from the fact that the functor $\Pi$ maps *-representations of $\mathcal{P}_{n, \alpha}$ into $*$-representations of $\mathcal{P}_{n, \frac{n}{\alpha}}$.

Note that if we knew that the functor $\Pi$ maps non-unitarizable representations into non-unitarizable ones, we could prove the existence of non-unitarizable representations for each continuous spectrum point $\alpha$ if $n \geq 9$.

## 4. Algebras generated by idempotents with orthogonality condition

In this section we consider a generalization of the algebras considered in the previous sections. The famous Horn's problem and its variations (see[4, 7, 9, 11] ) can be stated in terms of representations of $*$-algebras. Let $\alpha^{(s)}=\left(\alpha_{1}^{(s)}, \alpha_{2}^{(s)}, \ldots, \alpha_{d_{s}}^{(s)}\right), 1 \leq s \leq t$, be vectors with real strictly increasing coefficients. Let us define the following algebra (see [16]):

$$
\begin{aligned}
& \mathcal{P}_{\left(\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(t)}\right), \gamma}= \\
& \quad=\mathbb{C}\left\langle\left\{p_{j}^{(s)}\right\}_{1 \leq s \leq t, 1 \leq j \leq d_{s}} \mid p_{i}^{(s)} p_{j}^{(s)}=\delta_{i j} p_{i}^{(s)}, \sum_{s=1}^{t} \sum_{j=1}^{d_{s}} \alpha_{j}^{(s)} p_{j}^{(s)}=\gamma e\right\rangle
\end{aligned}
$$

This is a $*$-algebra if we require all generators to be self-adjoint. We use $\mathcal{P}_{\left(\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(t)}\right)}$ as a shorthand of $\mathcal{P}_{\left(\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(t)}\right), 1}$. In [11] the following
sets are considered $T_{\left(d_{1}, \ldots, d_{t}\right)}=\left\{\left(\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(t)}, \gamma\right) \mid \alpha^{(s)} \in \mathbb{R}^{d_{s}}, \gamma \in \mathbb{R}\right\}$ and

$$
W_{\left(d_{1}, \ldots, d_{t}\right)}=\left\{\left(\left(\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(t)}, \gamma\right) \in T_{\left(d_{1}, \ldots, d_{t}\right)} \mid\right.\right.
$$

$$
\text { there is a representation of } \left.\mathcal{P}_{\left(\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(t)}\right), \gamma}\right\}
$$

dependent only on $\left(d_{1}, \ldots, d_{t}\right)$. With an integer vector $\left(d_{1}, \ldots, d_{t}\right)$ we associate a non-oriented tree with $t$ rays of length $d_{1}, \ldots, d_{t}$ correspondingly coming from a single root. Further on we will denote $W$ by $W(G)$ and $T_{\left(d_{1}, \ldots, d_{t}\right)}$ by $T(G)$, where $G$ is such a tree. In [11, 14] an equivalence of the category of $*$-representations of $\mathcal{P}_{\left(\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(t)}\right), 1}$ and a subcategory of locally-scalar graph representations (see [13]) has been established and in the case of a Dynkin graph $G$ a complete description of $W(G)$ as well as an algorithm for writing out all irreducible $*$ - representations were obtained.

In [4] a connection of Horn's problem with semi-stable quiver representations has been established. It allows to reformulate the problem of finding parameters, for which there are representations (not necessarily *-representations) of $\mathcal{P}_{\left(\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(t)}\right)}$, in terms of root systems of Kac-Moody Lie algebras. Here we will describe a connection between representations of the algebra $\mathcal{P}_{\left(\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(t)}\right), \gamma}$ and semi-stable quiver representations in a way convenient for our application.

We denote by $G$ also a quiver obtained from the graph $G$ by orienting all arrows toward the root. Recall that a semi-stable representation of the quiver $G$ is given by vector spaces $H_{v}$ and complex numbers $\lambda_{v}$ for each vertex $v$, and by linear maps $a: H_{v} \rightarrow H_{w}$ and $a^{*}: H_{w} \rightarrow H_{v}$ for each arrow $a: v \rightarrow w$ in $G$ such that the linear maps satisfy

$$
\sum_{a \in G, h(a)=v}^{Y} a a^{*}-\sum_{a \in G, t(a)=v} a^{*} a=\lambda_{v} I
$$

for each vertex $v$. Here $t(v)$ and $h(v)$ denote the tail and the head vertices of the arrow $a$.

Let $\pi$ be a $*$-representation of the algebra $\mathcal{P}_{\left(\nu^{(1)}, \ldots, \nu^{(t)}\right), \sigma}$ in a space $H$ of dimension $n$. Let $P_{j}^{(s)}=\pi\left(p_{j}^{(s)}\right)$. Without loss of generality we can assume that $\nu_{d_{s}}^{(s)}=0$ for all $1 \leq s \leq t$. Let $R_{j}^{(s)}=P_{1}^{(s)}+\ldots+P_{j}^{(s)}$ (a projection), $H_{j}^{(s)}=\operatorname{Im} R_{j}^{(s)}$ and let $\Gamma_{j}^{(s)}: H_{j}^{(s)} \rightarrow H$ be the natural isometries. Then, in particular, $\Gamma_{j}^{(s) *} \Gamma_{j}^{(s)}=I_{H_{j}^{(s)}}$, and $\Gamma_{j}^{(s)} \Gamma_{j}^{(s) *}=R_{j}^{(s)}$. Denote by $V_{j}^{(s)}$ the operator $\Gamma_{j+1}^{(s) *}\left(\sum_{i=1}^{j} \sqrt{\nu_{i}^{(s)}-\nu_{j+1}^{(s)}} P_{i}^{(s)}\right) \Gamma_{j}^{(s)}: H_{j}^{(s)} \rightarrow$
$H_{j+1}^{(s)}$, where $1 \leq j \leq d_{s}-1$. Then

$$
\begin{gathered}
V_{j}^{(s) *} V_{j}^{(s)}-V_{j-1}^{(s)} V_{j-1}^{(s) *}=\left(\nu_{j}^{(s)}-\nu_{j+1}^{(s)}\right) I_{H_{j}^{(s)}} \\
V_{1}^{(s) *} V_{1}^{(s)}=\left(\nu_{1}^{(s)}-\nu_{2}^{(s)}\right) I_{H_{1}^{(s)}} \\
V_{d_{s}-1}^{(s)} V_{d_{s}-1}^{(s) *}=A^{(s)}
\end{gathered}
$$

Here $A^{(s)}: H \rightarrow H$ is a self-adjoint operator $A^{(s)}=\sum_{i=1}^{d_{s}} \nu_{i}^{(s)} P_{i}^{(s)}$. Moreover, $A^{(1)}+\ldots+A^{(t)}=\sigma I_{H}$. The operators $V_{j}^{(s)}$ together with their conjugate give rise to a semi-stable representation of the quiver $G$.

This correspondence is in fact an equivalence functor between the category of $*$-representations of algebra $\mathcal{P}_{\left(\nu^{(1)}, \ldots, \nu^{(t)}\right), \sigma}$ and the subcategory of semi-stable $*$-representations of the corresponding quiver (the proof is similar to one in [5]).

Below we show how to obtain a description of all possible generalized dimensions of representations of the algebra $\mathcal{P}_{\left(\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(t)}\right), \gamma}$ using the results from [5]. Note that to single out which of them occur as dimensions of $*$-representations is another problem(see $[16,11])$.

An $n$-tuple of diagonalizable matrices $A_{j}$ such that $A_{1}+\ldots+A_{n}=0$ gives rise to a representation of the algebra $\mathcal{P}_{\left(\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(t)}, 0\right.}$, where $\alpha^{(j)}$ is the spectrum of $A_{j}$ counted with multiplicities. Indeed, $A_{j}=$ $\sum_{k} \alpha_{k}^{(j)} P_{k}^{(j)}$ where $I=P_{1}^{(j)}+\ldots+P_{d_{j}}^{(j)}$ is a decomposition of the identity into pairwise orthogonal idempotents. These idempotents form a representation of $\mathcal{P}_{\left(\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(t)}\right), 0}$. Conversely, having a representation $P_{k}^{(j)}=\pi\left(p_{k}^{(j)}\right)$ of the algebra $\mathcal{P}_{\left(\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(t)}\right), \gamma}$ we can form diagonalizable operators summing up to zero as follows $A_{1}=\sum_{k=1}^{d_{1}} \alpha_{k}^{(1)} P_{k}^{(1)}-\gamma I$, $A_{s}=\sum_{k=1}^{d_{s}} \alpha_{k}^{(s)} P_{k}^{(s)}$ for $1<j \leq t$. Theorem 1 [5] describes possible spectra of diagonalizable matrices summing up to zero. To formulate next result we need to recall some notations from [5].

Consider a graph $G$ with vertices $I=\{0\} \cup\{[i, j] \mid 1 \leq i \leq t ; 1 \leq$ $\left.j \leq d_{i}\right\}$. Let $C$ be a generalized Cartan matrix with columns indexed by elements of $I$ such that $C_{v, v}=2$ for $v \in I$ and $C_{u, v}=-1$ for $u \neq v$ if $u$ and $v$ are connected by an edge. Let $R$ be the root system of KacMoody Lie algebra with Cartan matrix $C$. If $\lambda \in \mathbb{C}^{I}$, then $R_{\lambda}^{+}$will denote the set of positive roots $\alpha \in \mathbb{N}^{I}$ such that $\lambda \alpha=\sum_{v \in I} \lambda_{v} \alpha_{v}=0$. Set $p(\alpha)=1-(1 / 2) \alpha^{T} C \alpha \in \mathbb{Z}$. Remark that $p(\alpha)=0$, if $\alpha$ is a real root.

In [5] $\Sigma_{\lambda}$ is defined as the set of all $\alpha \in R_{\lambda}^{+}$such that $p(\alpha)>p\left(\beta^{(1)}\right)+$ $p\left(\beta^{(2)}\right)+\ldots$, for any decomposition $\alpha=\beta^{(1)}+\beta^{(2)}+\ldots$ as a sum of two or more elements of $R_{\lambda}^{+}$. Put $d=\sum_{s=1}^{t} d_{s}$. If $G$ is a Dynkin graph
then all roots are real, so $p(\alpha)=0$. Thus $\Sigma_{\lambda}$ is the set of all $\alpha \in R_{\lambda}^{+}$for which there is no decomposition $\alpha=\beta^{(1)}+\beta^{(2)}+\ldots$ as a sum of two or more elements of $R_{\lambda}^{+}$. Let $\bar{d}=\left(d_{j}^{(s)}\right) \in \mathbb{N}^{d}$ where $1 \leq s \leq t ; 1 \leq j \leq d_{s}$ be a vector such that $n:=\sum_{j=1}^{d_{s}} d_{j}^{(s)}$ is independent of $1 \leq s \leq t$. Put $\widetilde{\alpha}[s, r]=n-\sum_{j=1}^{r} d_{j}^{(s)}, 1 \leq r \leq d_{s}-1, \widetilde{\alpha}_{0}=n$ and let $\lambda[s, j]=$ $\alpha_{j}^{(s)}-\alpha_{j+1}^{(s)}, 1 \leq j \leq d_{s}-1, \lambda_{0}=\gamma-\left(\alpha_{1}^{(1)}+\alpha_{1}^{(2)}+\ldots+\alpha_{1}^{(t)}\right)$. We will write $\widetilde{\alpha}=\widetilde{\alpha}\left(\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(t)}\right)$ and $\lambda=\lambda\left(d^{(1)}, \ldots, d^{(t)}\right)$ to emphasize the dependence of the parameters. As a corollary of [5, Theorem 1] we obtain the following

Theorem 5. Algebra $\mathcal{P}_{\left(\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(t)}\right), \gamma}$ has an irreducible representation in generalized dimension $\bar{d}$ if and only if $\widetilde{\alpha}\left(\alpha^{(1)}, \alpha^{(2)}, \ldots, \alpha^{(t)}\right) \in$ $\Sigma_{\lambda\left(d^{(1)}, \ldots, d^{(t)}\right)}$.

## 5. Multi-parameter algebras

One of the interesting subfamilies of the family of algebras considered in the previous section is obtained when $d_{1}=d_{2}=\ldots=d_{t}=1$. *Representations of these algebras has been investigated in [12]. The corresponding Coxeter functors are constructed in $[12,16]$. They give rise to certain dynamical systems on the set of parameters $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. The corresponding mapping are called multi-parameter Coxeter maps. Unlike the one-parameter algebras neither the complete set of parameters for which representations exist no classification of such representations in a "discrete case" is obtained yet. Let us write these algebras and their "abo" analogs explicitly:

$$
\begin{aligned}
& \mathcal{P}_{n, a b o,\left(\alpha_{1}, \ldots, \alpha_{n}\right)}=\mathbb{C}\left\langle q_{1}, \ldots, q_{n}, q\right| q_{j}^{2}=q_{j}, q^{2}=q, \sum_{j=1}^{n} q_{j}=e \\
&, \\
&\left.q_{i} q_{j}=\delta_{i j} q_{i}, q_{j} q q_{j}=\alpha_{j} q_{j} \text { for all } j=1, \ldots, n\right\rangle .
\end{aligned}
$$

and

$$
\left.\mathcal{P}_{n,\left(\alpha_{1}, \ldots, \alpha_{n}\right)}=\mathbb{C}\left\langle p_{1}, \ldots, p_{n}\right| \sum_{k=1}^{n} \alpha_{k} p_{k}=e, p_{j}^{2}=p_{j} \text { for all } j=1, \ldots, n\right\rangle .
$$

Further on we will assume that $\alpha_{j} \neq 0$ for all $j=1, \ldots, n$. These are *-algebras if we assume all generators to be self-adjoint. If $\pi$ is a representation of $\mathcal{P}_{n,\left(\alpha_{1}, \ldots, \alpha_{n}\right)}$ on a space $H$ then the vector $\left(d ; d_{1}, \ldots, d_{n}\right)$ where $d=\operatorname{dim} H, d_{j}=\operatorname{rank} \pi\left(p_{j}\right)$ will be called the generalized dimension of $\pi$. Similarly, if $\pi$ is a representation of $\mathcal{P}_{n, a b o,\left(\alpha_{1}, \ldots, \alpha_{n}\right)}$ on $H$ then the vector
$\left(d ; d_{1}, \ldots, d_{n}\right)$ where $d=\operatorname{rank} \pi(q), d_{j}=\operatorname{rank} \pi\left(q_{j}\right)$ will be called the generalized dimension of $\pi$.

We are going to give an explicit construction of a non-unitarizable representations of $\mathcal{P}_{n, a b o,\left(\tau_{1}, \ldots, \tau_{n}\right)}$ when $\sum_{j} \tau_{j}=n / 2$ and $n$ is even.

For this consider for $2 \leq k \leq n / 2$ the following vectors

$$
v_{k}=\left(\frac{\left(\tau_{1}-1\right)\left(\tau_{k}-1\right)}{\tau_{1}}, \tau_{k}-1, \tau_{k}-1, \ldots, \tau_{k}-1, \tau_{k}, \tau_{k}-1, \ldots, \tau_{k}-1\right)
$$

(here $\tau_{k}$ occurs on the $k$-th place). For $m \in\{1, n / 2+2, n / 2+3, \ldots, n\}$ set $v_{m}=\tau_{m}(1,1, \ldots, 1)$ and

$$
v_{n / 2+1}=\left(y, \tau_{n / 2+1}-1, \ldots, \tau_{n / 2+1}-1, \tau_{n / 2+1}, \ldots, \tau_{n / 2+1}\right)
$$

(here $\tau_{n / 2+1}$ for the first time occurs on the $n / 2+1$ place), where

$$
y=\left(1-\tau_{1}\right)-\sum_{j=n / 2+2}^{n} \tau_{j}+\frac{1-\tau_{1}}{\tau_{1}}\left(1-n / 2+\sum_{j=2}^{n / 2} \tau_{j}\right)
$$

Consider the matrix $P$ with columns $v_{1}^{T}, \ldots, v_{n}^{T}$, i.e.

$$
\left(\begin{array}{ccccccccc}
\tau_{1} & \frac{\left(\tau_{1}-1\right)\left(\tau_{2}-1\right)}{\tau_{1}} & \frac{\left(\tau_{1}-1\right)\left(\tau_{3}-1\right)}{\tau_{1}} & \ldots & \frac{\left(\tau_{1}-1\right)\left(\tau_{n / 2}-1\right)}{\tau_{1}} & y & \tau_{n / 2+2} & \ldots & \tau_{n} \\
\tau_{1} & \tau_{2} & \tau_{3}-1 & \ldots & \tau_{n / 2}-1 & \tau_{n / 2+1}-1 & \tau_{n / 2+2} & \ldots & \tau_{n} \\
\tau_{1} & \tau_{2}-1 & \tau_{3} & \ldots & \tau_{n / 2}-1 & \tau_{n / 2+1}-1 & \tau_{n / 2+2} & \ldots & \tau_{n} \\
\tau_{1} & \tau_{2}-1 & \tau_{3}-1 & \ldots & \tau_{n / 2}-1 & \tau_{n / 2+1} & \tau_{n / 2+2} & \ldots & \tau_{n}
\end{array}\right)
$$

Proposition 2. Let $\sum_{j} \tau_{j}=n / 2, \tau_{j} \neq 1, \tau_{j} \neq 0(1 \leq j \leq n)$ and let $n$ be even. Then the mapping $p_{j} \rightarrow e_{j j}, p \rightarrow P$ extends to a homomorphism $\pi: \mathcal{P}_{n, a b o, \tau_{1}, \ldots, \tau_{n}} \rightarrow M_{n}(\mathbb{C})$. Moreover, if $\langle\cdot, \cdot\rangle$ is a sesquilinear form such that $\langle\pi(x) u, v\rangle=\left\langle u, \pi\left(x^{*}\right) v\right\rangle$ for all $x \in \mathcal{P}_{n, a b o, \tau_{1}, \ldots, \tau_{n}}$ and all vectors $u, v$ then $\langle\cdot, \cdot\rangle$ is zero.

Proof. It is a routine to check that $P$ is an idempotent. Let $C$ be the matrix of the sesquilinear form $\langle\cdot, \cdot\rangle$ in the standard basis then the condition $\left\langle\pi\left(p_{j}\right) u, v\right\rangle=\left\langle u, \pi\left(p_{j}\right) v\right\rangle$ (which is equivalent to $C e_{i i}=e_{i i}^{T} C$ for all $1 \leq i \leq n$ ) implies that $C$ is a diagonal matrix $\operatorname{diag}\left(c_{1}, c_{2}, \ldots, c_{n}\right)$. We are left with the condition $\langle\pi(p) u, v\rangle=\langle u, \pi(p) v\rangle$ which is equivalent to $C P=P^{T} C$. Considering the second rows of these two matrices we obtain

$$
\begin{align*}
c_{3} & =\frac{c_{2}\left(\tau_{3}-1\right)}{\tau_{2}-1}, c_{4}=\frac{c_{2}\left(\tau_{4}-1\right)}{\tau_{2}-1} \\
c_{5} & =\frac{c_{2}\left(\tau_{5}-1\right)}{\tau_{2}-1}, \ldots, c_{\frac{n}{2}+1}=\frac{c_{2}\left(\tau_{\frac{n}{2}+1}-1\right)}{\tau_{2}-1}  \tag{3}\\
c_{\frac{n}{2}+2} & =\frac{c_{2}\left(\tau_{\frac{n}{2}+2}\right)}{\tau_{2}-1}, \ldots, c_{n}=\frac{c_{2} \tau_{n}}{\tau_{2}-1} .
\end{align*}
$$

Considering the $\left(\frac{n}{2}+1, n\right)$-entry of these matrices we obtain $c_{n} \tau_{\frac{n}{2}+1}=$ $c_{\frac{n}{2}+1} \tau_{n}$ and using (3) we get $\frac{c_{2} \tau_{n}}{\tau_{2}-1} \tau_{\frac{n}{2}+1}=\frac{c_{2}\left(\tau_{n}+1-1\right)}{\tau_{2}-1} \tau_{n}$. This implies $c_{2}=$ 0 . Equations (3) then show that $c_{j}=0$ for all $2 \leq j \leq n$. Considering the $(1,2)$-entry we obtain $c_{1} \frac{\left(\tau_{1}-1\right)\left(\tau_{2}-1\right)}{\tau_{1}}=0$ thus $c_{1}$ is also zero. So $C=0$.

Note that putting $\tau_{j}=1 / 2$ we obtain a non-unitarizable representation of the algebra $\mathcal{P}_{2 n, a b o, 1 / 2}$ and hence (applying the functor generated by the homomorphism $\phi_{2}$ from Section 2) of the algebra $\mathcal{P}_{2 n, 2}$ in dimension $n$.

It is worth mentioning that the number $A=\sum_{i=1}^{n} \alpha_{i}$ changes under multi-parameter Coxeter map by the rule $A \rightarrow \Phi^{ \pm}(A)$, where $\Phi^{+}$and $\Phi^{-}$are the one-parameter Coxeter maps. This justifies the following definition:

Definition 1. A point $\alpha \in \mathbb{C} \backslash\{0\}$ will be called $n$-universal if for each $\alpha_{1}, \ldots \alpha_{n} \in \mathbb{C} \backslash\{0\}$ with $\sum_{j=1}^{n} \alpha_{j}=\alpha$ the algebra $\mathcal{P}_{n,\left(\alpha_{1}, \ldots, \alpha_{n}\right)}$ has a finite dimensional representation.

Theorem 6. If $\alpha \in \mathbb{R}$ is $n$-universal then $\alpha \in \Sigma_{n} \cap \mathbb{Q}$.
Proof. If $\alpha \in \mathbb{R}$ is $n$-universal then $\operatorname{Rep}_{f d} \mathcal{P}_{n,\left\{\frac{\alpha}{n}, \ldots, \frac{\alpha}{n}\right\}} \neq \emptyset$. Obviously, in this case $\operatorname{Rep}_{f d} \mathcal{P}_{n, \frac{n}{\alpha}} \neq \emptyset$. Since the categories $\operatorname{Rep}_{f d} \mathcal{P}_{n, \frac{n}{\alpha}}$ and $\operatorname{Rep}_{f d} \mathcal{P}_{n, a b o, \frac{\alpha}{n}}$ are equivalent we have $\frac{\alpha}{n} \in \widetilde{\Lambda}_{n, f d}=\widetilde{\Sigma}_{n, f d}=\frac{1}{n} \Sigma_{n} \cap \mathbb{Q}$ (for the last two equalities see [16]). Thus $\alpha \in \Sigma_{n} \cap \mathbb{Q}$.

Theorem 7. If $\alpha \in \mathbb{C} \backslash\{0\}$ is such that there exist $\alpha_{1}, \ldots \alpha_{n} \in \mathbb{C} \backslash\{0\}$ with $\sum_{j=1}^{n} \alpha_{j}=\alpha$ and $\mathcal{P}_{n, a b o,\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}}$ has a finite dimensional representation in generalized dimension $(1,1, \ldots, 1)$ then $\alpha$ is $n$-universal.

Proof. From the theorem of Fillmore [6] we know that a matrix $C$ is similar to a matrix with the main diagonal $\left(\beta_{1}, \ldots \beta_{n}\right)$ if and only if $\sum_{j=1}^{n} \beta_{j}=$ $\operatorname{Tr} C$. The condition that $\mathcal{P}_{n, a b o,\left\{\alpha_{1}, \ldots, \alpha_{n}\right\}}$ has a finite-dimensional representation in generalized dimension $(1,1, \ldots, 1)$ is equivalent to the existence of an idempotent $n \times n$ matrix $Q$ with the main diagonal $\left(\alpha_{1}, \ldots \alpha_{n}\right)$. By the mentioned above theorem for any $\left(\beta_{1}, \ldots, \beta_{n}\right)$ with $\sum_{j=1}^{n} \beta_{j}=\alpha$ there is a matrix $F$ similar to $Q$ (hence an idempotent) with the main diagonal $\left(\beta_{1}, \ldots, \beta_{n}\right)$.

Introduced above notion of universal point is appropriate only for the category of all finite dimensional representations. If we restrict ourselves to $*$-representations then no reasonable candidate is known since the possible vectors of parameters are subject to special linear inequalities.

But in the case of generalized dimension $(1,1, \ldots, 1)$ the answer follows from theorems of Schur and Horn (see [1],p.304). Let $\alpha=\left(\alpha_{1}, \ldots \alpha_{n}\right) \in$ $\mathbb{R}^{n}$ and let $\mathcal{O}_{\alpha}$ denote the set of Hermitian matrices with eigenvalues $\alpha$. Then the image of the map $\Phi: \mathcal{O}_{\alpha} \rightarrow \mathbb{R}^{n}$ that takes a matrix to its diagonal is a convex polyhedron whose vertices are $n$ ! permutations of $\alpha$. Let us denote this polyhedron by $\Pi_{\alpha}$.

Theorem 8. The $*$-algebra $\mathcal{P}_{n,\left(\alpha_{1}, \ldots, \alpha_{n}\right)}$ has a finite dimensional $*$-representation in generalized dimension $(r ; 1,1, \ldots, 1)$ iff

$$
\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \Pi_{(1,1, \ldots, 1,0,0, \ldots, 0)}
$$

(the subscript vector consists of $r$ 1's and $n-r$ 0's.)
Proof. Since the categories of $*$-representations of the algebras $\mathcal{P}_{n,\left(\alpha_{1}, \ldots, \alpha_{n}\right)}$ and $\mathcal{P}_{n, a b o,\left(\alpha_{1}, \ldots, \alpha_{n}\right)}$ are equivalent (see [16]) and any representation of $\mathcal{P}_{\left(\alpha_{1}, \ldots, \alpha_{n}\right)}$ with generalized dimension vector $(r ; 1,1, \ldots, 1)$ under this equivalence goes to a representation of $\mathcal{P}_{n, a b o,\left(\alpha_{1}, \ldots, \alpha_{n}\right)}$ with the same generalized dimension the $*$-algebra $\mathcal{P}_{n,\left(\alpha_{1}, \ldots, \alpha_{n}\right)}$ has a finite dimensional $*$-representation in generalized dimension $(r ; 1,1, \ldots, 1)$ if and only if there is an $n \times n$ projection matrix $P$ of rank $r$ with the main diagonal $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. This happens exactly when $\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in$ $\Pi_{(1,1, \ldots, 1,0,0, \ldots, 0)}$.
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