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Interoperability Issues of Earth Observation Grigs&ms. A. Shelestov, S. Skakun, M. Korbdhkothis paper we review issues of Earth
observation Grid systems integration. We descrilfferdnt approaches for the solution of problemsceftificate trust, data transfer,
geospatial data access, task management, etc. Asxanple, we describe InterGrid system for envirental and natural disaster
monitoring that integrates several regional anibnat Grid systems.

Humezpayus Grid-cucmem uccreoosanus 3emnu. Llenecmos A.FO., Ckaxyn C.B., Kop6axos M.E. B paboTe paccMaTpHUBArOTCS BOIPOCHI
unTerpanun Grid-cucrem uccnenoanus 3emiu. IIpuBeneHbl BO3MOXKHBIC TOAXOABI K PELICHUIO 3aa4, BOSHHUKAIONIMX IIPU MHTCTPALH!
oOMeH cepTH(uKaTaMu, OOMEH JAaHHBIMH, JOCTYI K TE€ONPOCTPAHCTBCHHBIM NAHHBIM, BBINOIHEHHE 3afaHUi U T.1. B kauecTBe mpumepa
HCIIONIb30BAHMS OMMCAHHBIX peleHuit onucana InterGridcucrema, Kotopast 00bEIUHACT HECKOIBKO PErHOHANBHBIX W HAIMOHANBHBIX Grid-
CHCTEM U HalpaBJIeHA Ha PeNIeHHs 3a/1ad YKOJIOTNIECKOr0 MOHUTOPHUHIA i MOHHTOPHHTA IIPUPOAHBIX Ype3BHIUYalHbBIX CUTYAIHIL.

1. Earth observation Grid-based systems

At present, Grid technologies, ] are widely applied in different domains, in panlar EO domain. EU-funded
European DataGrid Project (EDG) was one of the €nsd-enabled projects allowing European Spacen8g&€ESA)
to gain firsthand experience in the use of emer@ingl technologies. To test the capabilities of system, it was
decided to use data from ERS-2's GOME instrumemtsisting of global atmospheric-ozone measuremenitscted
over several years of the mission [3]. This instenbgenerates over 400 terabytes of data prodectgaar that have to
be catalogued, archived and processed. EDG prejaulved into EGEE and EGEE2 projects that developed
middleware — gLite — and integrate more than 9tirt®ons in over 30 countries.

Based on the gained experience European Space \(JeBA) and European Space Research Institute (ESRI
are developing Grid Processing on Demand (G-PODE#&th Observation Applications [4]. Grid is calesied as a
comfortable “open platform” for handling computirrg@sources, data, tools, etc., and not limited téy drigh
performing computing. Online access to differertada enabled within this project, in particulardata provided by
various instruments on Envisat satellite [5], SEMistrument onboard MSG (Meteosat Second Genergasiatellite
[6], ozone profiles derived from GOME instrument;.eOne of the most important applications is thalgsis long-
term data. For example, the analysis of 8 yeaS@ME on-board temperatures (overall 525 Gb of d@al less than
2 days on 40 computer elements of ESRIN “Grid-omded” structure (overall 38460 files were procejsédid Web
Portal [4] provides access to the “Grid-on-demaresources enabling: personal certification, timad¢gpselection of
data directly from the ESA catalogue, data trangdr selection, launching and live status, datuaidization, etc. At
present “Grid-on-demand” infrastructure consistsmaire than 150 working nodes with ability to stared handle of
about 70 Gb of data. As middleware Globus Toolldt@nd LCG/EGEE components are used.

Spatial Information Grid (SIG), a research progapported by 863 projects of China government,serées of
special grid researches in the filed of Earth Oletézn. SIG has been designed to be the testbegicdbimiddleware
research and grid-enable spatial information sesvignd applications. There are 12 data centers these involved
SIG. The Web Portal has been developed in ordprdeide access to SIG resources [7]. This portabtas geo-data
discover and processing, work monitoring, and gegburces (all service/job/node etc.) management.

DEGREE (Dissemination and Exploitation of GRids Harth science) project [8] is initiated within
EGEE/EGEE-II. A major challenge for DEGREE is tdltha bridge linking the Earth Science and GRID ocaumities
throughout Europe, and focusing in particular aBEGEE-1I Project. Grid is considered to be therappate platform
for integration of heterogeneous data resources;essing tools, models, algorithms, etc. Moreo@id provides
appropriate infrastructure enabling internationabmeration within GMES and GEOSS. The following lgemns are
within the scope of DEGREE: earthquake analyseds modeling and forecasting, influence of climettanges on
agriculture

Japan Aerospace eXploration Agency (JAXA) and KElfiversity started establishing “Digital Asia” sgat
aimed at semi-real time data processing and amejyZdihey use GRID environment to accumulate knogdednd
know-how to process remote sensing data. The Digga project is the part of bigger Sentinel Apiaject that is
targeting on building natural disasters monitorsygtem [9].

National Aeronautics and Space Administration (NA®WAve created Information Power Grid (IPG) tamggti
an operational Grid environment incorporating majomputing and data resources at multiple NASAssiteorder to
provide an infrastructure capable of routinely &sding larger scale, more diverse, and more trangieblems than is
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possible today. Nowadays IPG have approximately GBQ nodes of Computing resources and 30-100 Ttrsimf
archival information/data storage resources.

CEOS Wide Area Grid (WAG) project is initiated byeOS Working Group on Information Systems and
Services (WGISS), and aims at providing horizontdtastructure enabling efficient integration ofsoerces of
different space agencies. WAG testbed infrastrecisicurrently under development within ESA Catrjgct “Wide
Area Grid Testbed for Flood Monitoring Using Spamete SAR and Optical Data” (no. 4181) [10].

Within WAG project Space Research Institute NASUAWUShave developed testbed that integrates resowfces
Ukrainian Grid segment (Ukrainian Academician Grigith resources of international organisations (E®RSGS-
CAS).

Nowadays Earth Observation (EO) data play a majte in solving problems in different domains. Slitel
observations enable acquisition of data for lamyg flzard-to-reach territories, can provide contirsumeasurements and
human-independent information, etc. EO domain,uim,tis characterized by large volumes of data #imuld be
processed, catalogued, and archived. For exam@®]Esinstrument onboard Envisat satellite generagzsly 400 Th
data per year [3]. EUMETCast system that is paglolbal GEONETCast system [11] of GEOSS enablesiaitipn of
more than 50 Th of unprocessed information per.\dareover, the processing of satellite data isiedrout not by the
single application with monolithic code, but by tdisuted applications. This process can be viewed a&omplex
workflow that is composed of many tasks: geomedrid radiometric calibration, filtration, reprojemt, composites
construction, classification, products developmguist-processing, visualization, etc. [12]. Forraghe, calibration
and mosaic composition of 80 images generated bixRABistrument onboard Envisat satellite takes 3sday 10
workstations of Earth Science GRID on Demand thaking developed in ESA and ESRIN.

2. Tendencies of globalization: GEOSS, GMES, INSPIRE

Nowadays, there is a trend for globalization of iteming systems with purpose of solving more comple
problems and reducing collaboration expenses. B® al@ naturally distributed over many organizationvolved in
data receiving and processing. This leads to thed r&f integration of existing systems for solutioh complex
problems.

The development oGEOSS (Global Earth Observation System of Systgifi)is coordinated by Group on
Earth Observations (GEO) [14] that was launchedesponse to calls for action by the 2002 World Sitnon
Sustainable Development and the G8 (Group of Eiglailing industrialized countries. GEO is a volupgaartnership
of governments and international organizations pinavides a framework within which these partnexrs develop new
projects and coordinate their strategies and invests. It is recognised that GEOSS work with antlhupon existing
national, regional, and international systems tuvjgle comprehensive, coordinated Earth observafimms thousands
of instruments worldwide, transforming the datdexdkd into vital information for society.

GEOSS is based on the use of open standards fepgial data, in particular OGQGC (Open Geospatial
Consortium)is non-profit, international, voluntary consenstesndards organization that is leading the devetopiraf
standards for geospatial and location based sarvMECS (Web Coverage Service) is one of the OG@dstals
(among with Web Mapping Service and Web Feature/i&3r governing network access to geospatial dai&€S
describes interface to allow access to geospat@lérage” that represent values or properties ofgghic locations.
Current efforts in the development of this standarel turned upon extending it to allow access tdtidimnensional
geospatial data.

GMES (Global Monitoring for Environment and Secgr[tL5] is a European initiative for the implementatiof
information services dealing with environment aedwity. GMES is based on observation data recefk@tt EO
satellites and ground based information. These ded¢acoordinated, analysed and prepared for end-:uS&MES
provides the following services that can be groupetiree major categories:

— Mapping, including topography or road maps bebdand-use and harvest, forestry monitoring, naihand
water resources that do contribute to short and-term management of territories and natural ressurThis service
generally requires exhaustive coverage of the Eantface, archiving and periodic updating of data.

— Support for emergency management in case of alabazards and particularly civil protection instibns
responsible for the security of people and propdmys service concentrates on the provision ofidéhest possible data
before intervening.

— Forecasting is applied for marine zones, air igak crop yields. This service systematically yides data
on extended areas permitting the prediction of tshoedium or long-term events, including their mitidg and
evolution.

INSPIRE (Infrastructure for Spatial Information iBurope) initiative intends to trigger the creation of a
European spatial information infrastructure thdives to the users integrated spatial informaservices [16]. These
services should allow the users to identify anceascspatial or geographical information from a wialege of sources,
from the local level to the global level, in andrbperable way for a variety of uses. The targetrsi of INSPIRE
include policy-makers, planners and managers abpean, national and local level and the citizend #reir
organisations. Possible services are the visumlisaif information layers, overlay of informatiomofn different
sources, spatial and temporal analysis, etc.
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3. Integration of Grid systems

Modern tendencies of globalization and developrmantsystem of systems” GEOSS lead to the need of
integration of heterogeneous Grid systems.

Interoperability of Grid systems supposes runnipgliaations on distributed computational resounges/ided
by different domains (Fig. 1). Since many of thesémg Earth observation system rely on Grid tedbgies
appropriate approaches and technologies shouldvbleaged and developed to enable Grid system iategr (so
called InterGrid).
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Fig 1. Task management level

4. Possible solutionsfor Grid system interoper ability

In this section we present main issues and possiilgions for Grid-system integration. Main prarisife of
such kind of integration is certificates trustcttuld be done, for example, through EGEE infrastmecthat nowadays
brings together the resources of more than 70 cdesntAnother problems concerned with differentdGsystems

integration are as follows:

— enabling data transfers and high-level accegetspatial data;
— development of common catalogues;

— enabling jobs submission and monitoring;

— enabling information exchange.

Data transfer GridFTP is an appropriate and reliable solution data transfer. The only limitation is the
requirement of transparent LAN (local area netwamkjastructure.

Access to geospatial datdigh-level access to geospatial data can be @gdiin two possible ways: using pure
WSREF services or using OGSA-DAI container][ Each of this approach has its own advantagesveeaknesses.
Basic functionality for WSRF-based services careasly implemented (with proper tools), packed daployed. But
advanced functionality such as security delegatibind-party transfers, indexing should be impleteenby hands.
WSRF-based services can also pose some difficifltves need to integrate them with other data-dedrsoftware.

OGSA-DAI framework provides uniform interfaces tetbérogeneous data. This framework makes possible to
create high-level interfaces to data abstractirdinli details of data formats and representatiorersels. Most of
problems in OGSA-DAI are handled automatically,. edglegation, reliable transfer, data flow betwebffierent
sources and sinks. OGSA-DAI containers are easitgnglable and embeddable. But comparing to WSRIc bas
functionality implementation of OGSA-DAI extensioissmore difficult. Moreover, OGSA-DAI requires fiminary
deployment of additional software components.

Task managementhere are two possible approaches for task mamawgte One of them is to use Grid portal
(Fig. 2) supporting different middleware platforrssich as GT4, gLite, etc. Grid portal is an intégpiglatform to end-
users that enables access to Grid services andreesovia standard Web browser. Grid portal satut® easy to
deploy and maintain, but it doesn’t provide applmainterface and scheduling capabilities.
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Fig. 2. Portal approach to Grid system integration

Another approach is to develop high-level Grid stther (Fig. 3) that will support different middleveaby
providing some standard interfaces. Such metastdredtheracts with low-level schedulers (used iffedent Grid
systems) enabling in such way system interopetgbiiletascheduler approach is much more difficaltmaintain
comparing to portals; however, it provides API waéttivanced scheduling and load-balancing capabkili present,
the most comprehensive implementation for the nobtduler is a GridWay system. The GridWay metasdleeds
compatibility with both Globus and gLite middlewarétarting from Globus Toolkit v4.0.5 GridWay bew standard
part of its distribution. GridWay system providesmprehensive documentation for both users and dpee that is a
important point for implementing new features.
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Fig. 3. Metascheduler approach

In the next section we show the example of apptioadf described approaches to integration the ldeweent
of InterGrid environment.
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5. Implementation: lessons |learned

Technologies described in the pervious sectiongwsed for the development of InterGrid for envinemtal
and natural disaster monitoring. InterGrid integsatUkrainian Academician Grid (with Satellite datacessing Grid
segment) and RSGS Grid (Chinese Academy of Scigreesis considered as a testbed for Wide Area (WAG)
implementation—a project initiated within CEOS Wimidk Group on Information Systems and Services (WB3IS

The important application that is being solved witinterGrid environment is flood monitoring andegiction
[18, 19]. This task requires adaptation and tuning of téxgs hydrological and hydraulic models for corresgimg
territories and the use of heterogeneous datadstoremultiple sites. Flood monitoring and predioti@quires the use
of the following data sets: NWP modelling data ¢ded by Satellite data processing Grid segmemiR $magery
from Envisat/ASAR and ERS-2/SAR satellites (proddey ESA), products derived from optical and micaee
satellite data such as soil moisture, precipitatibbod extent etc., in-situ observations from noetdogical ground
stations and digital elevation model (DEM). Theqass of model adaptation can be viewed as a conyuleklow and
requires the solution of optimization problems ¢sdled parametric study). Satellite data processing products
generation tasks also represent complex workflosvraquire intensive computations. All these facteesl to the need
of using computational and informational resourcéslifferent organizations and their resources joiot InterGrid
infrastructure. The architecture of proposed Int&t@ depicted in Fig. 4.
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Fig. 4. InterGrid architecture

GridFTP was chosen to provide data transfer betv@dh systems. In order to enable interoperabbigyween
different middleware (for example, Satellite datagessing Grid segment is using GT4; RSGS GrigsiisgugLite 3.x;
Ukrainian Academician Grid is based on NorduGridd developed Grid portal that is based on GridSppertal
framework [20]. The developed Grid portal allowtssto transfer data between different nodes abdtgijobs on
computational resources of the InterGrid environm@&ihe portal also provides facilities to monitaatsstics of the
resources such as CPU load, memory usage, etcfuftter works on providing interoperability betwediiferent
middlewares are directed to the development of seeduler using GridWay systeni][ In the nearest future we are
intended to provide integration with ESA's EO Goigd-Demand infrastructure.

In order to provide visualisation of data and dediyroducts for flood monitoring we develop uséeriface that
is based on OpenLaye=]. The example of OpenLayers visualization for Haapplication is depicted in Fig. 5.
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Fig. 5. Flood application within InterGrid testbédood event: Huaihe River, China, July, 2007. Datarces:
Envisat/ASAR (© ESA, 2007) and RADARSAT-1 (© CSA®)

6. Conclusions

This paper focuses on the problems of integratioBasth observation systems, in particular thosagu&rid
platform. We reviewed two solutions for providingtéroperability between Grid systems managed biergifit
domains, namely portal-based and metaschedulingoapip. We implemented portal solution based on &hftre
framework for the InterGrid environment that intaigrs several regional and national Grid systemsrder to provide
advanced scheduling and load-balancing capabilities further works will be directed to the implertaion of
metascheduler based on GridWay system. Also wednéeaded to provide integration with ESA’s G-POLDurtker
investigations will be also directed to the inteigma of distributed monitoring systems with SensetWhetworks in
order to provide automatic delivery of data frontelnegeneous sources.
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