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We study theoretically the temperature and array-length dependences of the resistance of
a finite one-dimensional array of Josephson junctions. We use both analytic approximations
and numerical simulations, and conclude that within the self-charging model, all finite arrays
are resistive in the low-temperature limit. A heuristic analysis shows qualitative agreement
with resistance obtained from Monte Carlo simulations, establishing a connection between
resistance and the occurrence of vortices in the corresponding 1 + 1D XY-model. We compare
our results with recent experiments and conclude that while the self-charging model repro-
duces some of the experimental observations, it underestimates the superconducting tenden-
cies in the experimental structures.
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1. Introduction

The one-dimensional Josephson junction array is
a prime example of a system exhibiting a zero-tem-
perature superconductor–insulator quantum phase
transition (QPT). Various investigations of the sys-
tem, using different approximations for the capaci-
tance matrix and dissipation [1–5], have revealed a
rich phase diagram. Most theoretical studies so far
have focused on the limit of infinite system size and
zero temperature. This sequence of limits per defini-
tion excludes finite size effects and is therefore
mathematically simple, lending itself to standard
quantum statistical mechanics treatments. Recent
experiments [6] on chains consisting of 63 to 255
junctions show results suggestive of the predicted
infinite-system QPT. However, the measured array
resistances were found to depend both on the num-
ber of junctions and the temperature in a non-obvi-
ous fashion. In particular, the resistance of a given
array varied non-monotonically as a function of
temperature and exhibited regions of pronounced
quasi-reentrant insulating and superconducting be-
haviors. In this paper we investigate this thus far
unexplained non-monotonicity in terms of a familiar
path integral treatment of the problem. We also
discuss the effects of finite chain length on both

sides of the nominal superconductor–insulator tran-
sition point.

Finite one-dimensional arrays of Josephson junc-
tions have previously been analyzed by Inoue et al.
[3], who discussed the zero temperature behavior in
terms of real-time phase slips. They calculated the
length dependence of the crossover between low-
and high-resistance regimes, and found qualitative
agreement with the measurements of Chow et al..
Explicit resistance values were calculated only in
the N → ∞ limit though. Our results agree with
those of Inoue et al. in that we also find a resistive
low-temperature behavior, but in contrast to the
earlier work we also analyze the finite-temperature
behavior of the array.

The paper is organized as follows: Section 2
presents the model. In Sec. 3 we present a qualita-
tive analysis of the dependence of the linear-re-
sponse resistance on parameters such as system
length, temperature, and Josephson coupling. The
qualitative results are put on a firmer footing in
Sec. 4, in which we present Monte Carlo data in
support of the proceeding arguments and make
comparison with existing experimental data. Con-
clusions and discussion follow in Sec. 5.
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2. Model

Among the simplest models incorporating both
charging and Josephson effects is the self-charging
model [1] in which only the self-capacitance C0 of
the individual islands is taken into account (Fig. 1).
The Hamiltonian in this case takes the simple form

H = ∑ 
i



ECn̂i

2 − 2EJ cos (ϕ̂i+1 − ϕ̂i)
 ,

where EC = (2e)2/(2C0) is the charging energy; EJ
is the Josephson energy, and ϕ̂i is the phase conju-
gate to the number of Cooper pairs n̂i, on grain i.

Quite generally, the behavior of a quantum D-di-
mensional system can be understood in terms of a
D + 1-dimensional classical system, where the extra
dimension is imaginary time [7]. As shown by
Bradley and Doniach [1], the self-charging model
maps onto a 2D XY-model on a cylindrical [8]
lattice of length N and circumference Nτ ∝  T−1 in
the imaginary-time (τ) direction. The equivalent
coupling constant of the XY-model is given by
K ≡ √EJ/EC  . Hence, the QPT is of the Kosterlitz–
Thouless–Berezinskii (KTB) type [9], correspond-
ing to the unbinding of vortices in the 2D spin field
ϕ(x, τ) — in real-time formalism the vortices corre-
spond to phase slips [3]. Note that the vortices that
appear in the analysis of 2D Josephson arrays are
real vortices of the field ϕ(x, y) and hence quite
different from the structures that we focus on,
which are vortices of ϕ(x, τ) or phase slips of
ϕ(x, t).

The step size ∆τ in the imaginary time direction
is so chosen that the resulting XY-model is iso-
tropic. This approximation is valid provided that
the characteristic time scale for variations of
ϕ(x, τ) is slower than ∆τ, i.e., provided that K is not
too small.

The current I(x, t) arising as a response to an
applied voltage V(t) can be obtained by standard
linear response formalism [10]. In the 2D XY-mo-
del this requires a knowledge of spin–spin corre-
lations.

3. Qualitative analysis

3.1. Introduction

It is well known [1,7] that the appearance of
resistance in Josephson junction arrays can be asso-
ciated with isolated vortices in the two-dimensional
XY-model. However, the quantitative connection
between the number of isolated vortices and resis-
tance R is not clear, but the resistance is believed to
be a monotonic function of the number of inde-
pendent vortices [7]. In this Section we use this
connection to determine the qualitative temperature
and system size dependences of R for finite one-di-
mensional arrays of Josephson junctions.

Since the vortex excitations and spin waves de-
couple in the 2D XY-model, we can write the

partition function as Z = Zsw ∑
n=0

∞
 Zn  , where Zsw is

the spin-wave contribution and Zn is the contri-

bution from a spin configuration with n vortices

(Z0 = 1). In general it is unclear which of the

vortices should be classified as isolated (and hence
contribute significantly to the resistance) and
which of them belong to closely bound vortex-anti-
vortex pairs. However, we know that in the limit of
large K the free energy cost of creating an isolated
vortex is very high, and most vortices occur in
vorticity-neutral pairs, and we can therefore ap-

proximate Z2n+1 ≈ Z1Z2n . Hence, for large K,

the number of unbound vortices is approximately

〈NV〉 ≈ (∑
n=1

∞
 Z1Z2n)/(∑

n=0

∞
 Zn) = Z1/(1 + Z1) ≈ Z1 . In

the opposite limit of small K all vortices are nearly

independent, and 〈NV〉 ≈ (∑
n=0

∞
 nZn)/(∑

n=0

∞
 Zn) . In this

limit the vortex gas can be described as a collection

of indistinguishable particles, so that Zn = (1/n!)Z1
n ,

and we again find 〈NV〉 ≈ Z1 . Consequently, we

use Z1 as an estimate for the number of free vortices

in the system.
The partition function Z1 = ∫ D ϕ(x, t) e−H[ϕ]

(where the integration extends over single-vortex
configurations ϕ(x, t) only) we estimate by calcu-

Fig. 1. Regions marked with S denote superconducting
grains, separated by tunnel junctions. Each grain is ca-
pacitively coupled to a ground plane through a capaci-
tance C0 . The response to the externally applied volt-
age V(t) is measured by a fictitious ideal current-meter
A between any two grains. The total number of Cooper
pairs on the array is conserved.
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lating the typical energy Etyp of a single vortex,
and by multiplying e−Etyp by an entropic factor
which gives the number of possible places where a
vortex may appear. This argument by Kosterlitz and
Thouless [9,11] demonstrates the existence of a
phase transition in an infinite 2D XY-model, and
for the present purposes we extend it to a cylindri-
cal geometry. A typical vortex configuration, cen-
tered at (x0 , τ0), that satisfies periodic boundary
conditions in the imaginary time direction is
(|τ | < Nτ/2)

ϕ(x, τ) = arctan 



coth 





π
Nτ

 (x − x0)

 tan 



π
Nτ

 τ






 +

+ 
π
Nτ

 τ + π sgn (τ) [1 − θ(x − x0)] ,

where we close the principal branch of arctan and
where the last two terms were added to guarantee
that the spin directions end up in the proper quad-
rant [12]. Using a continuum approximation for the
energy Etyp and taking the entropy Styp to be
∼  ln NNτ , we find, apart from uninteresting con-
stants, a typical free energy

F = Etyp − Styp ≈

≈ K π 









ln 








sinh (π(N/Nτ))

sinh (π(2/Nτ))







 − π

2
 
N

Nτ










 − ln (NNτ) .  

(1)

In the following two Sections we investigate the
dependence of F on the chain length N and tem-
perature Nτ

−1 .
In order to facilitate a direct comparison with

experiments [6], we fix the charging energy to
EC = 500 µeV and vary K by varying EJ . Experi-
mentally, EJ can tuned by means of an external
magnetic field. For simplicity, we ignore the tem-
perature dependence of EJ .

3.2. Results

Keeping the aspect ratio A ≡ Nτ/N ∝  (NT)−1 fi-
xed in Eq. (1) and sending N to infinity, we get

F ≈ (πK − 2) ln N + O(N−1) + const

and we recover the familiar infinite-system result
for a continuum: a phase transition occurs at
K = KKTB ≡ 2/π. Note, however, that the limits
N → ∞ and T → 0 do not commute. The experimen-
tally relevant limit where N is kept fixed as T is
lowered is

F ≈ (Kπ − 1) ln N − ln Nτ − K 
π2

2
 
N

Nτ
 + const →

T→0
 − ∞ .

(2)

Hence, in the limit of low temperatures, free
vortices are always present in a finite array, sug-
gesting that the low-temperature behavior of finite
arrays is insulating rather than superconducting.
This is an immediate consequence of the periodic
boundary conditions in the imaginary-time direc-

Fig. 2. Variation of Z1 with K for different chain lengths N at a very low temperature. Note that quantity on the y
axis is not the actual resistance, but the number of free vortices in the system, a quantity that is related to the
resistance. For K > K∗  = 1/π the number of free vortices decreases with chain length, while for K < K∗  Z1 decreases
with increasing N (a). Corresponding measured resistances. (Reproduced from Ref. 6 with permission.) (b).

a b

Temperature-dependent resistance of a finite one-dimensional Josephson junction array

Fizika Nizkikh Temperatur, 2002, v. 28, No. 1 5



tion, which remove the customary logarithmic di-
vergence of Etyp .

While the limit F → − ∞ as T → 0 is inde-
pendent of both the coupling constant K and the
array length N, the number of free vortices at a
particular temperature, and hence the resistance
R(N, T, K), depends on N and K as shown in Fig.
2. However, in the limit Nτ >> N, the value of F is
roughly independent of the chain length N at a
special value of K = K∗  ≡ 1/π, which is different
from the critical coupling of the infinite system,
KKTB = 2/π *. This suggests the possibility of a
length-independent resistance at this special value
of K. Furthermore, in the insulating regime
(K < K∗ ), Z1 = e−F (∼  R) increases with increasing
array length, while in the superconducting limit
Z1 seems to decrease with chain length (Fig. 2,a).
This is indeed what experimentalists report [6]. The
observed value of the special coupling Kexp

∗  ≈ 0.5
lies in between these two values KKTB and K∗ .

The preceding analysis disregards the effect of
vortex-antivortex pairs on the free energy of iso-
lated vortices. These pairs partially screen out the
spin–spin interactions, hence lowering the energy of
vortex configurations, or equivalently, renormaliz-
ing the coupling constant to an effective value
Keff(K) < K. This effect is more pronounced below
K∗ , when vortex-antivortex pairs are abundant,
effectively bending the curves in Fig. 2,a upwards
for small K. However, this argument does not
explain why Keff(K) should reproduce the experi-
mentally observed similar slopes of the different
curves in the two regimes separately (Fig. 2,b).

4. Numerical analysis

4.1. Methods

The ω → 0 limit of the intrinsic linear-response
conductance of the array can be compactly ex-
pressed as

σ0 = −
 1

ih−
 

∂
∂ω

 χjj
ret(q = 0, ω)

 ω=0

 . (3)

As usual [10], the retarded response function is
obtained from the analytic continuation

χjj
ret(q = 0, ω) =     lim

iω
n
 → ω+iδ

      ∫
0

h−β

 dτ eiωnτ ∑ 
x

χjj(x, τ)

of the corresponding temperature Green’s function,
χjj(x, τ) = 〈jN−x(τ) jN(0)〉. Here ωn ≡ n2π/β denotes
the nth bosonic Matsubara frequency and jx(τ) =
= (2e/h−)EJ sin [ϕ(x, τ) − ϕ(x − 1, τ)] is the local
current at (x, τ).

Using the Wolff algorithm [13], a sequence of
equilibrium configurations was generated, from
which the desired correlation function could be
evaluated. The number of update steps taken was
typically of the order of 107.

The problem of analytically continuing imagi-
nary-time Monte Carlo data to real frequencies is
notoriously difficult, and sophisticated statistical
methods have been developed to deal with it [14].
However, in accordance with earlier work on two-
dimensional Josephson junction arrays [15], we
have found it sufficient to fit the MC data to a
functional Pade′ -type form that can easily be ana-
lytically continued,

χjj (q = 0, iωn) ∼−
A

Bωn
2 + C|ωn| + 1

 .

This functional form is motivated by analytic
calculations on the superconducting [1] and insulat-

Fig. 3. Example of a Pade′ -type rational polynomial fit
to χjj (q = 0, iωn) for small Matsubara frequencies. In
this particular case, N = 10, Nτ = 40 and K = 1.2. (The
correlation function is given in units of the critical cur-
rent squared, Ic

2).

*  A standard finite size scaling argument would imply size-independent behavior at K = 2/π. However, such an

argument applies to isotropic rescaling, where both N and Nτ are changed.
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ing [16] sides of the superconductor–insulator tran-
sition in infinite arrays at zero temperature. It has
the required symmetry and accurately fits the low-
frequency part of the MC data.

4.2. Results

The conductance is now obtained straightfor-
wardly. Conditions for the fitting parameters are
imposed by the requirements that the resulting
real-time Green’s function be causal, and that the
conductance be positive. A typical fit is shown in
Fig. 3.

The simulations suffer from noise problems and
therefore become quite time-consuming, particu-
larly at low temperatures. This problem becomes
rather pronounced, since the dependences we wish
to examine typically vary only logarithmically. We
were therefore forced to consider only small systems
(typically, N = 10 and values of Nτ ranging from
N/2 to 8N) and to focus on the temperature
dependence only. A plot of the resulting resistance,
together with the corresponding heuristic result, is
shown in Fig. 4. Comparison between the MC data and
the heuristic argument (Fig. 4) suggests that the

connection between R and Z1 is roughly R(K, T) =
= R0(K)[Z1(K, T)]α with α ≈ 2, where R0(K) is a
coupling-constant-dependent resistance scale.

4.3. Comparison with experiments

In the experiment by Chow et al. [6] the mutual
capacitance Cm between grains was much larger
than the ground capacitance Cg , and therefore the
experiment does not exactly correspond to the self-
charging model we have investigated. The Cm >> Cg
case was analyzed by Bradley and Doniach [1], who
concluded that Cm-dominated arrays are always
insulating in the T → 0, N → ∞ limit, as opposed to
Gg-dominated arrays, which become supercon-
ducting for large values of EJ/EC . Consequently,
we expect that including nonzero mutual capaci-
tances would result in an increase of the resistance
at finite N and T.

The large values of N used in experiments render
a direct MC analysis unfeasible; we therefore com-
pare the experiments with the simple analytic esti-
mates in Sec. 3. Figure 5,a shows the estimated
number of isolated vortices Z1 plotted as a function
of T for several different values of the coupling
constant K. For low values of K, which are consis-
tent with the charging and Josephson energies in

Fig. 4. The resistance obtained from Monte Carlo calcu-
lations for a chain of length N = 10 (dash-dotted lines
are included as a guide to the eye). From top to bottom,
the data correspond to K = 0.65, 0.8, 0.93, 1.2, and 1.5,
respectively. The solid lines plot the quantity
R0(K)[Z1(K)]2 of Section 4.2 for the two lowest values
of K. For larger values of K, both MC data and the
analytic expression display few features, and a compari-
son becomes less meaningful.

Fig. 5. The quantity Z1 (∼  number of isolated vortices)
for a N = 63 chain. The different curves correspond,
from top to bottom, to increasing values of the coupling
constant K = √ EJ/EC  (0.5, 1, and 2, respectively).
Inset: «phase diagram» showing regions where
∂Z1/∂T > 0 (shaded area) for a N = 20 array. The loca-
tion and width of the shaded region both scale as N−1

(a). Experimentally measured linear-response resistance
vs. temperature, R(T), for two chains of respectively 63
(dashed line) and 255 (solid line) Josephson junctions.
From top to bottom in each set of curves, the ratio
EJ/EC increases. (From Ref. 6) (b).

a b

Temperature-dependent resistance of a finite one-dimensional Josephson junction array
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the experiments, we find that Z1 increases mono-
tonically with decreasing temperature, suggesting a
monotonically increasing R(T). For large values of
K *, the number of isolated vortices varies non-
monotonically with temperature, reaching a mini-
mum at a low temperature Tmin that is roughly
independent of K, and exhibiting a local maximum
at a higher, K-dependent temperature Tmax . This is
indicated in the inset of Fig. 5,a, where the shaded
area corresponds to regions with ∂Z1/∂T > 0. This
is in qualitative agreement with the experimental
results by Chow et al. [6] shown in Fig. 5,b.
However, since this structure appears for very large
K and is rather weak, it is not clear that it can be
identified with the experimentally observed re-en-
trant behavior.

5. Conclusions and discussion

We have studied the linear-response resistance of
a finite one-dimensional array of Josephson junc-
tions as a function of the array length N and the
energy scales EC , EJ , and kBT. The model we
have used is the simplest one that incorporates both
charging phenomena and phase coupling between
adjacent superconductors. Using a standard map-
ping onto a two-dimensional XY-model on a cylin-
der, we can relate the resistance to phase fluctua-
tions or vortices in the XY-model. We have
analyzed the model both using analytic approxima-
tions and by means of numerical Monte Carlo calcu-
lations.

We find that the low-temperature resistance
is independent of the array length for EJ/EC ≈
≈ 1/π2 ≈ 0.1, which can be compared with the ex-
perimental value of approximately 0.2. We also
conclude, based on analytical and numerical results,
that the array becomes highly resistive in the low-
temperature limit for all values of EJ/EC . This is
in apparent contradiction with the experiments that
indicate a saturation of resistance at low tempera-
tures. However, since the temperature dependence
that we find is quite weak (logarithmic), one has to
be careful in identifying the measurements at a low
but finite temperature as the zero-temperature limit.

The experimentally observed resistance satura-
tion at low temperatures is puzzling and may be due
to processes that are not included in our model. A
possible explanation is that random background
charges result in frustration, hence reducing the
charge order and, consequently, the resistance of
the array [17]. Resistance saturation may also arise

within the self-charging model as a result of an
external coupling such as charge transfer between
the array and external electrodes. Since the internal
dynamics of the model only leads to logarithmic
dependences F ∼  log (N, 1/T), the system is very
sensitive to any perturbation that leads to free
energy contributions that are linear in 1/T and
possibly even in N. Such a term arises, e.g., from
the coupling between the array and the external
electrodes and is expected to affect the behavior of
the array in the limit T → 0. Specifically, if the free
energy acquires a form F ≈ − ln Nτ + γ/T (cf.
Eq. (3)), the free energy acquires a minimum at
T = γ, and for temperatures T < γ the number of
free vortices (and hence the resistance) is reduced.
It should be possible to determine experimentally if
the saturation of the resistance at low temperatures
is due to such coupling to the external leads — if
this is the case, the saturation temperature should
vary with the strength of the coupling.
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