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#### Abstract

We give an exposition of the recent progress in the theory of the Beltrami equations with the degeneration.
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## 1. Introduction

This paper surveys mainly the recent works of the authors devoted to the degenerate Beltrami equations. The existence problem for the Beltrami equations in the uniformly elliptic case was investigated long ago, see e.g. $[1,8,10]$ and [58]. The existence problem for degenerate Beltrami equations is currently an active area of research. This problem was studied extensively and many contributions have been made, see e.g. [14-16, 18, 19, 21-25,37,38,45-47,50-54,56,57,61,62,67,71,78-87,104,110]. The recent monographs [6] and [63] and the survey [94] make possible for us to restrict ourselves by the discussion basically of our own latest results in the field. We also give a comparison of our theorems with the corresponding earlier contributions.

Our approach for deriving criteria for existence of solutions to the degenerate Beltrami equations is based mainly on the modulus techniques, see the original paper [3], the resent books [7,26,63,107] and the following papers and monographs $[6,49,55,92,93,101,111]$.

In the theory of quasiconformal mappings it is well-known the role of the Beltrami equations of the first type (1.1). Let $D$ be a domain in the complex plane $\mathbb{C}$, i.e., a connected and open subset of $\mathbb{C}$, and let $\mu: D \rightarrow \mathbb{C}$ be a measurable function with $|\mu(z)|<1$ a.e. (almost everywhere) in $D$. The Beltrami equation is the equation of the form

$$
\begin{equation*}
f_{\bar{z}}=\mu(z) \cdot f_{z} \tag{1.1}
\end{equation*}
$$
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where $f_{\bar{z}}=\bar{\partial} f=\left(f_{x}+i f_{y}\right) / 2, f_{z}=\partial f=\left(f_{x}-i f_{y}\right) / 2, z=x+i y$, and $f_{x}$ and $f_{y}$ are partial derivatives of $f$ in $x$ and $y$, correspondingly. The function $\mu$ is called the Beltrami coefficient and

$$
\begin{equation*}
K_{\mu}(z)=\frac{1+|\mu(z)|}{1-|\mu(z)|} \tag{1.2}
\end{equation*}
$$

the dilatation quotient for the equation (1.1). The Beltrami equation (1.1) is said to be degenerate if ess sup $K_{\mu}(z)=\infty$. The study of the corresponding homeomorphisms started in the frames of the theory of the so-called mean quasiconformal mappings, see e.g. $[2,9,35,36,39,50$, $51,53,54,70,71,76,98,99,105]$.

On the other hand, the Beltrami equations of the second type

$$
\begin{equation*}
f_{\bar{z}}=\nu(z) \cdot \overline{f_{z}} \tag{1.3}
\end{equation*}
$$

play a great role in many problems of mathematical physics, see e.g. [52].
The existence problem for the Beltrami equations with two characteristics

$$
\begin{equation*}
f_{\bar{z}}=\mu(z) \cdot f_{z}+\nu(z) \cdot \overline{f_{z}} \tag{1.4}
\end{equation*}
$$

where $|\mu(z)|+|\nu(z)|<1$ a.e. was also resolved first in the case of the bounded dilatation quotients

$$
\begin{equation*}
K_{\mu, \nu}(z)=\frac{1+|\mu(z)|+|\nu(z)|}{1-|\mu(z)|-|\nu(z)|} \tag{1.5}
\end{equation*}
$$

see Theorem 5.1 in [10]. Recently in [14], the existence of homeomorphic solutions in the Sobolev class $W_{\mathrm{loc}}^{1, s}, s \in[1,2)$, for the equation (1.4) was stated in the case when $K_{\mu, \nu}$ had a majorant $Q$ in the class BMO, bounded mean oscillation by John and Nirenberg, see e.g. [48] and [74]. Note that $L^{\infty} \subset \mathrm{BMO} \subset L_{\text {loc }}^{p}$ for all $p \in[1, \infty)$. Our recent papers [15] and [16] have been devoted to the study of more general cases when $K_{\mu, \nu} \in L_{\text {loc }}^{1}$.

Recall that a function $f: D \rightarrow \mathbb{C}$ is absolutely continuous on lines, abbr. $f \in \mathrm{ACL}$, if, for every closed rectangle $R$ in $D$ whose sides are parallel to the coordinate axis, $f \mid R$ is absolutely continuous on almost all line segments in $R$ which are parallel to the sides of $R$. In particular, $f$ is ACL (possibly modified on a set of Lebesgue measure zero) if it belongs to the class $W_{\text {loc }}^{1,1}$ of locally integrable functions with locally integrable first distributional derivatives and, conversely, if $f \in$ ACL has locally integrable first partial derivatives, then $f \in W_{\text {loc }}^{1,1}$, see e.g. 1.2.4 in [65]. For an orientation-preserving ACL homeomorphism $f: D \rightarrow \mathbb{C}$, the Jacobian $J_{f}(z)=\left|f_{z}\right|^{2}-\left|f_{\bar{z}}\right|^{2}$ is nonnegative a.e. In this case, the complex
dilatation $\mu_{f}$ of $f$ is the ratio $\mu(z)=f_{\bar{z}} / f_{z}$ if $f_{z} \neq 0$ and $\mu(z)=0$ otherwise, and the point-wise dilatation $K_{f}(z)$ of $f$ is defined in terms of $\mu$ by (1.2). Note that $|\mu(z)| \leq 1$ a.e. and $K_{\mu}(z) \geq 1$ a.e.

Following [15], we call a homeomorphism $f \in W_{\text {loc }}^{1,1}(D)$ a regular solution of (1.4) if $f$ satisfies (1.4) a.e. and $J_{f}(z) \neq 0$ a.e. We also studied the so-called strong ring solutions, see [85-87], that make possible, for instance, to study the Dirichlet problem for the Beltrami equation (1.1), see e.g. [29, 30].

## 2. $\mathrm{BMO}, \mathrm{VMO}$ and FMO

The BMO space was introduced by John and Nirenberg in [48] and soon became one of the main concepts in harmonic analysis, complex analysis, partial differential equations and related areas, see e.g. [41, 74].

Let $D$ be a domain in the complex plane $\mathbb{C}$. Recall that a real valued function $\varphi \in \mathrm{L}_{\mathrm{loc}}^{1}(D)$ is said to be of bounded mean oscillation in $D$, abbr. $\varphi \in \mathrm{BMO}(\mathrm{D})$ or simply $\varphi \in \mathrm{BMO}$, if

$$
\begin{equation*}
\|\varphi\|_{*}=\sup _{B \subset D} f_{B}\left|\varphi(z)-\varphi_{B}\right| d m(z)<\infty \tag{2.1}
\end{equation*}
$$

where the supremum is taken over all disks $B$ in $D$ and

$$
\begin{equation*}
\varphi_{B}=\int_{B} \varphi(z) d m(z)=\frac{1}{|B|} \int_{B} \varphi(z) d m(z) \tag{2.2}
\end{equation*}
$$

is the mean value of the function $\varphi$ over $B$. Here and later on $d m(z)$ stands for the Lebesgue measure in $\mathbb{C}$. Note that $\mathrm{L}^{\infty}(\mathrm{D}) \subset \mathrm{BMO}(\mathrm{D}) \subset$ $\mathrm{L}_{\mathrm{loc}}^{p}(\mathrm{D})$ for all $1 \leq p<\infty$, see e.g. [74].

A function $\varphi$ in BMO is said to have vanishing mean oscillation, abbr. $\varphi \in \mathrm{VMO}$, if the supremum in (2.1) taken over all disks $B$ in $D$ with $|B|<\varepsilon$ converges to 0 as $\varepsilon \rightarrow 0$. VMO has been introduced by Sarason in [90]. There is a number of papers devoted to the study of partial differential equations with coefficients of the class VMO, see e.g. [22, 47, 64, 69, 73].

Following [44], we say that a function $\varphi: D \rightarrow \mathbb{R}$ has finite mean oscillation at a point $z_{0} \in D$ if

$$
\begin{equation*}
d_{\varphi}\left(z_{0}\right)=\varlimsup_{\varepsilon \rightarrow 0} f_{B\left(z_{0}, \varepsilon\right)}\left|\varphi(z)-\tilde{\varphi}_{\varepsilon}\left(z_{0}\right)\right| d m(z)<\infty \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\varphi}_{\varepsilon}\left(z_{0}\right)=\int_{B\left(z_{0}, \varepsilon\right)} \varphi(z) d m(z) \tag{2.4}
\end{equation*}
$$

is the mean value of the function $\varphi(z)$ over the disk $B\left(z_{0}, \varepsilon\right)$. Condition (2.3) includes the assumption that $\varphi$ is integrable in some neighborhood of the point $z_{0}$. We call $d_{\varphi}\left(z_{0}\right)$ the dispersion of the function $\varphi$ at the point $z_{0}$. We say also that a function $\varphi: D \rightarrow \mathbb{R}$ is of finite mean oscillation in $D$, abbr. $\varphi \in \mathrm{FMO}(\mathrm{D})$ or simply $\varphi \in \mathrm{FMO}$, if $\varphi$ has a finite dispersion at every point $z_{0} \in D$.

Remark 2.1. Note that, if a function $\varphi: D \rightarrow \mathbb{R}$ is integrable over $B\left(z_{0}, \varepsilon_{0}\right) \subset D$, then

$$
\begin{equation*}
f_{B\left(z_{0}, \varepsilon\right)}\left|\varphi(z)-\tilde{\varphi}_{\varepsilon}\left(z_{0}\right)\right| d m(z) \leq 2 \cdot \tilde{\varphi}_{\varepsilon}\left(z_{0}\right) \tag{2.5}
\end{equation*}
$$

and the left hand side in (2.5) is continuous in the parameter $\varepsilon \in\left(0, \varepsilon_{0}\right]$ by the absolute continuity of the indefinite integral. Thus, for every $\delta_{0} \in\left(0, \varepsilon_{0}\right)$,

$$
\begin{equation*}
\sup _{\varepsilon \in\left[\delta_{0}, \varepsilon_{0}\right]} f_{B\left(z_{0}, \varepsilon\right)}\left|\varphi(z)-\tilde{\varphi}_{\varepsilon}\left(z_{0}\right)\right| d m(z)<\infty \tag{2.6}
\end{equation*}
$$

Thus, the condition (2.3) holds if and only if

$$
\begin{equation*}
\sup _{\varepsilon \in\left(0, \varepsilon_{0}\right]} f_{B\left(z_{0}, \varepsilon\right)}\left|\varphi(z)-\tilde{\varphi}_{\varepsilon}\left(z_{0}\right)\right| d m(z)<\infty \tag{2.7}
\end{equation*}
$$

The value of the left hand side of (2.7) is called the maximal dispersion of the function $\varphi$ in the disk $B\left(z_{0}, \varepsilon_{0}\right)$.

Proposition 2.1. If for some collection of numbers $\varphi_{\varepsilon} \in \mathbb{R}, \varepsilon \in\left(0, \varepsilon_{0}\right]$,

$$
\begin{equation*}
\varlimsup_{\varepsilon \rightarrow 0} f_{B\left(z_{0}, \varepsilon\right)}\left|\varphi(z)-\varphi_{\varepsilon}\right| d m(z)<\infty \tag{2.8}
\end{equation*}
$$

then $\varphi$ is of finite mean oscillation at $z_{0}$.
Choosing in Proposition $2.1 \varphi_{\varepsilon} \equiv 0, \varepsilon \in\left(0, \varepsilon_{0}\right]$, we obtain the following statement.

Corollary 2.1. If for a point $z_{0} \in D$

$$
\begin{equation*}
\varlimsup_{\varepsilon \rightarrow 0} f_{B\left(z_{0}, \varepsilon\right)}|\varphi(z)| d m(z)<\infty \tag{2.9}
\end{equation*}
$$

then $\varphi$ has finite mean oscillation at $z_{0}$.

Recall that a point $z_{0} \in D$ is called a Lebesgue point of a function $\varphi: D \rightarrow \mathbb{R}$ if $\varphi$ is integrable in a neighborhood of $z_{0}$ and

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} f_{B\left(z_{0}, \varepsilon\right)}\left|\varphi(z)-\varphi\left(z_{0}\right)\right| d m(z)=0 \tag{2.10}
\end{equation*}
$$

It is known that almost every point in $D$ is a Lebesgue point for every function $\varphi \in L^{1}(D)$. We thus have the following corollary.

Corollary 2.2. Every function $\varphi: D \rightarrow \mathbb{R}$, which is locally integrable, has a finite mean oscillation at almost every point in $D$.

Remark 2.2. Note that the function $\varphi(z)=\log (1 /|z|)$ belongs to BMO in the unit disk $\Delta$, see e.g. [74], p. 5, and hence also to FMO. However, $\tilde{\varphi}_{\varepsilon}(0) \rightarrow \infty$ as $\varepsilon \rightarrow 0$, showing that the condition (2.9) is only sufficient but not necessary for a function $\varphi$ to be of finite mean oscillation at $z_{0}$.

The following lemma is a basic tool for applications of the concept of FMO to the existence problem to the Beltrami equations. Below we use the notation

$$
\begin{equation*}
A\left(\varepsilon, \varepsilon_{0}\right)=\left\{z \in \mathbb{C}: \varepsilon<|z|<\varepsilon_{0}\right\} \tag{2.11}
\end{equation*}
$$

Lemma 2.1. Let $\varphi: D \rightarrow \mathbb{R}$ be a nonnegative function with finite mean oscillation at $0 \in D$ and let $\varphi$ be integrable in $B\left(0, e^{-1}\right) \subset D$. Then

$$
\begin{equation*}
\int_{A\left(\varepsilon, e^{-1}\right)} \frac{\varphi(z) d m(z)}{\left(|z| \log \frac{1}{|z|}\right)^{2}} \leq C \cdot \log \log \frac{1}{\varepsilon} \quad \forall \varepsilon \in\left(0, e^{-e}\right) \tag{2.12}
\end{equation*}
$$

Some versions of this lemma have been first established for BMO functions in [78] and then for FMO functions in [44] and [83].

Clearly that $\mathrm{BMO} \subset$ FMO. By definition FMO $\subset L_{\text {loc }}^{1}$ but FMO is not a subset of $L_{\text {loc }}^{p}$ for any $p>1$ in comparison with $\mathrm{BMO}_{\text {loc }} \subset L_{\mathrm{loc}}^{p}$ for all $p \in[1, \infty)$. Here $\mathrm{BMO}_{\text {loc }}$ stands for the local version of the class BMO. So, let us give examples showing that FMO is not $\mathrm{BMO}_{\text {loc }}$, see [82] and [83], correspondingly.

Example 2.1. Set $z_{n}=2^{-n}, r_{n}=2^{-p n^{2}}, p>1, c_{n}=2^{2 n^{2}}, D_{n}=\{z \in$ $\left.\mathbb{C}:\left|z-z_{n}\right|<r_{n}\right\}$, and

$$
\varphi(z)=\sum_{n=1}^{\infty} c_{n} \chi\left(D_{n}\right)
$$

Evidently by Corollary 2.1 that $\varphi \in F M O(\mathbb{C} \backslash\{0\})$.

To prove that $\varphi \in F M O(0)$, fix $N$ such that $(p-1) N>1$, and set $\varepsilon=\varepsilon_{N}=z_{N}+r_{N}$. Then $\bigcup_{n \geq N} D_{n} \subset \mathbb{D}(\varepsilon):=\{z \in \mathbb{C}:|z|<\varepsilon\}$ and

$$
\begin{aligned}
\int_{\mathbb{D}(\varepsilon)} \varphi=\sum_{n \geq N} \int_{D_{n}} \varphi=\pi \sum_{n \geq N} & c_{n} r_{n}^{2}=\sum_{n \geq N} 2^{2(1-p) n^{2}} \\
& <\sum_{n \geq N} 2^{2(1-p) n}<C \cdot\left[2^{(1-p) N}\right]^{2}<2 C \varepsilon^{2}
\end{aligned}
$$

Hence $\varphi \in F M O(0)$ and, consequently, $\varphi \in F M O(\mathbb{C})$.
On the other hand

$$
\int_{\mathbb{D}(\varepsilon)} \varphi^{p}=\pi \sum_{n>N} c_{n}^{p} \cdot r_{n}^{2}=\sum_{n>N} 1=\infty
$$

Hence $\varphi \notin L^{p}(\mathbb{D}(\varepsilon))$ and therefore $\varphi \notin B M O_{\text {loc }}$ because $\mathrm{BMO}_{\text {loc }} \subset L_{\text {loc }}^{p}$ for all $p \in[1, \infty)$.

Example 2.2. We conclude this section by constructing functions $\varphi$ : $\mathbb{C} \rightarrow \mathbb{R}$ of the class $C^{\infty}(\mathbb{C} \backslash\{0\})$ which belongs to FMO but not to $L_{\text {loc }}^{p}$ for any $p>1$ and hence not to $\mathrm{BMO}_{\mathrm{loc}}$.

In this example, $p=1+\delta$ with an arbitrarily small $\delta>0$. Set

$$
\varphi_{0}(z)= \begin{cases}e^{\frac{1}{|z|^{2}-1}}, & \text { if }|z|<1  \tag{2.13}\\ 0, & \text { if }|z| \geq 1\end{cases}
$$

Then $\varphi_{0}$ belongs to $C_{0}^{\infty}$ and hence to $B M O_{\text {loc }}$. Consider the function

$$
\varphi(z)= \begin{cases}\varphi_{k}(z), & \text { if } z \in B_{k}  \tag{2.14}\\ 0, & \text { if } z \in \mathbb{C} \backslash \bigcup B_{k}\end{cases}
$$

where $B_{k}=B\left(z_{k}, r_{k}\right), z_{k}=2^{-k}, r_{k}=2^{-(1+\delta) k^{2}}, \delta>0$, and

$$
\begin{equation*}
\varphi_{k}(z)=2^{2 k^{2}} \varphi_{0}\left(\frac{z-z_{k}}{r_{k}}\right), \quad z \in B_{k}, k=2,3, \ldots \tag{2.15}
\end{equation*}
$$

Then $\varphi$ is smooth in $\mathbb{C} \backslash\{0\}$ and, thus, belongs to $\mathrm{BMO}_{\mathrm{loc}}(\mathbb{C} \backslash\{0\})$, and hence to $\operatorname{FMO}(\mathbb{C} \backslash\{0\})$.

Now,

$$
\begin{equation*}
\int_{B_{k}} \varphi_{k}(z) d m(z)=2^{-2 \delta k^{2}} \int_{\mathbb{C}} \varphi_{0}(z) d m(z) \tag{2.16}
\end{equation*}
$$

Setting

$$
\begin{equation*}
K=K(\varepsilon)=\left[\log _{2} \frac{1}{\varepsilon}\right] \leq \log _{2} \frac{1}{\varepsilon} \tag{2.17}
\end{equation*}
$$

where $[A]$ denotes the integral part of the number $A$, we have

$$
\begin{equation*}
J=\int_{D(\varepsilon)} \varphi(z) d m(z) \leq I \cdot \sum_{k=K}^{\infty} 2^{-2 \delta k^{2}} / \pi 2^{-2(K+1)} \tag{2.18}
\end{equation*}
$$

where $I=\int_{\mathbb{C}} \varphi(z) d m(z)$. If $K \delta>1$, i.e. $K>1 / \delta$, then

$$
\begin{equation*}
\sum_{k=K}^{\infty} 2^{-2 \delta k^{2}} \leq \sum_{k=K}^{\infty} 2^{-2 k}=2^{-2 K} \sum_{k=0}^{\infty}\left(\frac{1}{4}\right)^{k}=\frac{4}{3} \cdot 2^{-2 K} \tag{2.19}
\end{equation*}
$$

i.e., $J \leq 16 I / 3 \pi$. Hence

$$
\begin{equation*}
\varlimsup_{\varepsilon \rightarrow 0} f_{B(\varepsilon)} \varphi(z) d m(z)<\infty \tag{2.20}
\end{equation*}
$$

Thus, $\varphi \in$ FMO by Corollary 2.1.
On the other hand,

$$
\begin{equation*}
\int_{B_{k}} \varphi_{k}^{1+\delta}(z) d m(z)=\int_{\mathbb{C}} \varphi_{0}^{1+\delta}(z) d m(z) \tag{2.21}
\end{equation*}
$$

and hence $\varphi \notin L^{1+\delta}(U)$ for any neighborhood $U$ of 0 .

## 3. Convergence of the Sobolev functions

Our approach for deriving criteria for existence of solutions to the Beltrami equations is approximative and based on the corresponding convergence theorems, the Arzela-Askoli theorem and the modulus techniques.

First of all, let us recall necessary definitions and basic facts concerning the Sobolev spaces $W^{l, p}$ and the classes $L^{p}, p \in[1, \infty]$. Given an open set $U$ in $\mathbb{R}^{n}$ and a natural number $l, C_{0}^{l}$ denotes a collection of all functions $\varphi: U \rightarrow \mathbb{R}$ with compact support having all partial continuous derivatives of order at most $l$ in $U . \varphi \in C_{0}^{\infty}$ if $\varphi \in C_{0}^{l}$ for all $l=1,2, \ldots$. A vector $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ with natural coordinates is called a multiindex. Every multi-index $\alpha$ is associated with the differential operator $D^{\alpha}=\partial^{|\alpha|} / \partial x_{1}^{\alpha_{1}} \cdots \partial x_{n}^{\alpha_{n}}$ where $|\alpha|=\alpha_{1}+\cdots+\alpha_{n}$.

Now, let $u$ and $v: U \rightarrow \mathbb{R}$ be locally integrable functions. The function $v$ is called the distributional derivative $D^{\alpha} u$ of $u$ if

$$
\begin{equation*}
\int_{\Omega} u D^{\alpha} \varphi d x=(-1)^{|\alpha|} \int_{\Omega} v \varphi d x \quad \forall \varphi \in C_{0}^{\infty} \tag{3.1}
\end{equation*}
$$

The concept of the distributional derivative was introduced by Sobolev in [95]. The Sobolev class $W^{l, p}(\Omega)$ consists of all functions $u: U \rightarrow \mathbb{R}$ in $L^{p}(U), p \geq 1$, with distributional derivatives of order $l$ summable of order $p$. A function $u: U \rightarrow \mathbb{R}$ belongs to $W_{\mathrm{loc}}^{l, p}(U)$ if $u \in W^{l, p}\left(U_{*}\right)$ for every open set $U_{*}$ with compact closure $\overline{U_{*}} \subset U$. A similar notion introduced for vector-functions $f: U \rightarrow \mathbb{R}$ in the componentwise sense.

A function $\omega: \mathbb{R}^{n} \rightarrow \mathbb{R}$ with a compact support in $\mathbb{B}$ is called a Sobolev averaging kernel if $\omega$ is nonnegative, belongs to $C_{0}^{\infty}\left(\mathbb{R}^{n}\right)$ and

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \omega(x) d x=1 \tag{3.2}
\end{equation*}
$$

The well-know example of such a function is $\omega(x)=\gamma \varphi\left(|x|^{2}-\frac{1}{4}\right)$ where $\varphi(t)=e^{1 / t}$ for $t<0$ and $\varphi(t) \equiv 0$ for $t \geq 0$ and the constant $\gamma$ is chosen so that (3.2) holds. Later on, we use only $\omega$ depending on $|x|$.

Let $U$ be a nonempty bounded open subset of $\mathbb{R}$ and $f \in L^{1}(U)$. Extending $f$ by zero outside of $U$, we set

$$
\begin{equation*}
f_{h}=\omega_{h} * f=\int_{|y| \leq 1} f(x+h y) \omega(y) d y=\frac{1}{h^{n}} \int_{U} f(z) \omega\left(\frac{z-x}{h}\right) d z \tag{3.3}
\end{equation*}
$$

where $f_{h}=\omega_{h} * f, \omega_{h}(y)=\omega(y / h), h>0$, is called the Sobolev mean function for $f$. It is known that $f_{h} \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right),\left\|f_{h}\right\|_{p} \leq\|f\|_{p}$ for every $f \in L^{p}(U), p \in[1, \infty]$, and $f_{h} \rightarrow f$ in $L^{p}(U)$ for every $f \in L^{p}(U)$, $p \in[1, \infty)$, see e.g. 1.2.1 in [65]. It is clear that, if $f$ has a compact support in $U$, then $f_{h}$ also has a compact support in $U$ for small enough $h$.

A sequence $\varphi_{k} \in L^{1}(U)$ is called weakly fundamental if

$$
\lim _{k_{1}, k_{2} \rightarrow \infty} \int_{U} \Phi(x)\left(\varphi_{k_{1}}(x)-\varphi_{k_{2}}(x)\right) d x=0 \quad \forall \Phi \in L^{\infty}(U)
$$

It is well-known that the space $L^{1}(U)$ is weakly complete, i.e., every weakly fundamental sequence $\varphi_{k} \in L^{1}(U)$ converges weakly in $L^{1}(U)$, see e.g. Theorem IV.8.6 in [28].

It is known the following fact for the Sobolev classes $W^{1, p}(U), p>1$, see e.g. Lemma III.3.5 in [75], see also Theorem 4.6.1 in [31]. Note that this fact under $p=2$ was known long ago in the plane for the socalled mappings with the bounded Dirichlet integral, see e.g. Theorem 1 in [100].

Lemma 3.1. Let $U$ be a bounded open set in $\mathbb{R}^{n}$ and let $f_{k}: U \rightarrow \mathbb{R}$ be a sequence of functions of the class $W^{1, p}(U), p>1$. Suppose that the norm sequence $\left\|f_{k}\right\|_{1, p}$ is bounded and $f_{k} \rightarrow f$ as $k \rightarrow \infty$ in $L^{1}(U)$. Then $f \in W^{1, p}(U)$ and $\partial f_{k} / \partial x_{j} \rightarrow \partial f / \partial x_{j}$ as $k \rightarrow \infty$ weakly in $L^{p}(U)$.

In comparison with [78], we applied in $[15,84,85]$ the following lemma instead of Lemma 3.1 which is not valid for $p=1$. Its proof is based just on the weak completeness of the space $L^{1}$, see [84] and [85].

Lemma 3.2. Let $U$ be a bounded open set in $\mathbb{R}$ and let $f_{k}: U \rightarrow \mathbb{R}$ be a sequence of functions of the class $W^{1,1}(U)$. Suppose that $f_{k} \rightarrow f$ as $k \rightarrow \infty$ weakly in $L^{1}(U), \partial f_{k} / \partial x_{j}, k=1,2, \ldots, j=1,2, \ldots, n$ are uniformly bounded in $L^{1}(U)$ and their indefinite integrals are absolutely equicontinuous. Then $f \in W^{1,1}(U)$ and $\partial f_{k} / \partial x_{j} \rightarrow \partial f / \partial x_{j}$ as $k \rightarrow \infty$ weakly in $L^{1}(U)$.

Remark 3.1. The weak convergence $f_{k} \rightarrow f$ in $L^{1}(U)$ implies that

$$
\sup _{k}\left\|f_{k}\right\|_{1}<\infty
$$

see e.g. IV.8.7 in [28]. The latter together with

$$
\sup _{k}\left\|\partial f_{k} / \partial x_{j}\right\|_{1}<\infty
$$

$j=1,2, \ldots, n$, implies that $f_{k} \rightarrow f$ by the norm in $L^{q}$ for every $1<q<n /(n-1)$, the limit function $f$ belongs to $B V(U)$, the class of functions of bounded variation, but, generally speaking, not to the class $W^{1,1}(U)$, see e.g. Remark in 4.6 and Theorem 5.2.1 in [31]. Thus, the additional condition of Lemma 3.2 on absolute equicontinuity of the indefinite integrals of $\partial f_{k} / \partial x_{j}$ is essential, cf. also Remark to Theorem I.2.4 in [75].

The next convergence theorem for ACL homeomorphisms was first proved on the base of Lemma 3.2 in [84], cf. also [85].

Theorem 3.1. Let $D$ be a domain in $\mathbb{C}$ and let $f_{n}: D \rightarrow \mathbb{C}$ be a sequence of ACL homeomorphisms with complex dilatations $\mu_{n}$ such that

$$
\begin{equation*}
\frac{1+\left|\mu_{n}(z)\right|}{1-\left|\mu_{n}(z)\right|} \leq Q(z) \in L_{\mathrm{loc}}^{1} \quad \forall n=1,2, \ldots \tag{3.4}
\end{equation*}
$$

If $f_{n} \rightarrow f$ uniformly on each compact set in $D$, where $f$ is a homeomorphism, then $f \in \mathrm{ACL}$ and $\partial f_{n}$ and $\bar{\partial} f_{n}$ converge weakly in $L_{\text {loc }}^{1}$ to $\partial f$ and $\bar{\partial} f$, respectively. Moreover, if in addition $\mu_{n} \rightarrow \mu$ a.e., then $\bar{\partial} f_{n}=\mu \partial f_{n}$ a.e.

Remark 3.2. In fact, it is easy to show that under the condition (3.4) $f_{n}$ as well as $f$ belong to $W_{\mathrm{loc}}^{1,1}$. Moreover, if in addition $Q \in L_{\mathrm{loc}}^{p}, p>1$, then $f_{n}$ and $f$ belong to $W_{\text {loc }}^{1, s}, \partial f_{n} \rightarrow \partial f$ and $\bar{\partial} f_{n} \rightarrow \bar{\partial} f$ weakly in $L_{\text {loc }}^{s}$ where $s=2 p /(1+p)$, see Lemma 3.1.

Proposition 3.1. Let $D$ be a domain in $\overline{\mathbb{C}}$ and $f_{n}: D \rightarrow \overline{\mathbb{C}}, n=1,2, \ldots$, a sequence of homeomorphisms such that $f_{n} \rightarrow f$ uniformly on compact sets in $D$ with respect to the spherical (chordal) metric. If the limit function $f$ is discrete, then $f$ is a homeomorphism.

Corollary 3.1. Let $D$ be a domain in $\mathbb{C}$ and $f_{n}: D \rightarrow \overline{\mathbb{C}}, n=1,2, \ldots$, a sequence of quasiconformal mappings which satisfy (3.4). If $f_{n} \rightarrow f$ locally uniformly, then either $f$ is constant or $f$ is an ACL homeomorphism and $\partial f_{n}$ and $\bar{\partial} f_{n}$ converge weakly in $L_{\mathrm{loc}}^{1}\left(D \backslash\left\{f^{-1}(\infty)\right\}\right)$ to $\partial f$ and $\bar{\partial} f$, respectively. If in addition, $\mu_{n} \rightarrow \mu$ a.e., then $\bar{\partial} f=\mu \partial f$ a.e.

The following theorem in [15] is a generalization of the Bojarski convergence result in [10], Lemma 4.2, where $Q$ was in $L^{\infty}$.

Theorem 3.2. Let $D$ be a domain in $\mathbb{C}$ and let $f_{n}: D \rightarrow \mathbb{C}$ be a sequence of homeomorphic $W_{\text {loc }}^{1,1}(D)$ solutions of the equations $\bar{\partial} f_{n}=$ $\mu_{n} \partial f_{n}+\nu_{n} \overline{\partial f_{n}}$ with $\left|\mu_{n}(z)\right|+\left|\nu_{n}(z)\right|<1$ a.e. such that

$$
\begin{equation*}
\frac{1+\left|\mu_{n}(z)\right|+\left|\nu_{n}(z)\right|}{1-\left|\mu_{n}(z)\right|-\left|\nu_{n}(z)\right|} \leq Q(z) \in L_{\mathrm{loc}}^{1}(D) \quad \forall n=1,2, \ldots \tag{3.5}
\end{equation*}
$$

If $f_{n} \rightarrow f$ uniformly on each compact set in $D$ where $f: D \rightarrow \mathbb{C}$ is a homeomorphism, then $f \in W_{\text {loc }}^{1,1}(D)$ and $\partial f_{n} \rightarrow \partial f$ and $\bar{\partial} f_{n} \rightarrow \bar{\partial} f$ weakly in $L_{\mathrm{loc}}^{1}(D)$. Moreover, if in addition $\mu_{n} \rightarrow \mu$ and $\nu_{n} \rightarrow \nu$ a.e., then $\bar{\partial} f=\mu \partial f+\nu \overline{\partial f}$ a.e.

The kernel of a sequence of open sets $\Omega_{n} \subseteq \overline{\mathbb{C}}, n=1,2, \ldots$ is the open set

$$
\Omega_{0}=\operatorname{Kern} \Omega_{n}:=\bigcup_{m=1}^{\infty} \operatorname{Int}\left(\bigcap_{n=m}^{\infty} \Omega_{n}\right)
$$

where $\operatorname{Int} A$ denotes the set consisting of all inner points of $A$, in other words, Int $A$ is the union of all open disks in $A$ with respect to the spherical distance.

Proposition 3.2. Let $h_{n}: D \rightarrow D_{n}^{\prime}, D_{n}^{\prime}=h_{n}(D)$, be a sequence of homeomorphisms given in a domain $D \subseteq \overline{\mathbb{C}}$. If $h_{n}$ converge as $n \rightarrow$ $\infty$ locally uniformly with respect to the spherical (chordal) metric to a homeomorphism $h: D \rightarrow D^{\prime} \subseteq \overline{\mathbb{C}}$, then $D^{\prime}=h(D) \subseteq \operatorname{Kern} D_{n}^{\prime}$.

Remark 3.3. In particular, Proposition 3.2 implies that $h(D) \subseteq \mathbb{C}$ if $h_{n}(D) \subseteq \mathbb{C}$ for all $n=1,2, \ldots$.

Lemma 3.3. Let $D$ be a domain in $\overline{\mathbb{C}}$ and let $f_{n}: D \rightarrow \overline{\mathbb{C}}$ be a sequence of homeomorphisms from $D$ into $\overline{\mathbb{C}}$ such that $f_{n} \rightarrow f$ as $n \rightarrow \infty$ locally uniformly with respect to the spherical metric to a homeomorphism $f$ from $D$ into $\overline{\mathbb{C}}$. Then $f_{n}^{-1} \rightarrow f^{-1}$ locally uniformly in $f(D)$, too.

Corollary 3.2. Let $D$ be a domain in $\mathbb{C}$ and $f_{n}: D \rightarrow \mathbb{C}, n=1,2, \ldots$, a sequence of quasiconformal mappings which satisfies (3.5). If $f_{n} \rightarrow f$ locally uniformly where $f$ is a homeomorphism, then $f^{-1} \in W_{\text {loc }}^{1,2}$.

Corollary 3.3. Let $D$ be a domain in $\mathbb{C}$ and $f_{n}: D \rightarrow \mathbb{C}, n=1,2, \ldots$, be a sequence of quasiconformal mappings which satisfy the equations $\bar{\partial} f_{n}=\mu_{n} \partial f_{n}+\nu_{n} \overline{\partial f_{n}}$ with $\left|\mu_{n}(z)\right|+\left|\nu_{n}(z)\right|<1$ a.e. and the condition (3.5). If $f_{n} \rightarrow f$ locally uniformly with respect to the spherical (chordal) metric, then either $f$ is constant or $f$ is a homeomorphism of the class $W_{\mathrm{loc}}^{1,1}(D)$ and $\partial f_{n} \rightarrow \partial f$ and $\bar{\partial} f_{n} \rightarrow \bar{\partial} f$ weakly in $L_{\mathrm{loc}}^{1}(D)$. Moreover, if in addition $\mu_{n} \rightarrow \mu$ and $\nu_{n} \rightarrow \nu$ a.e., then $\bar{\partial} f=\mu \partial f+\nu \overline{\partial f}$ a.e.

## 4. Equivalent integral conditions

Many existence theorems for the Beltrami equation are given in terms of integral restrictions on the dilatations $K_{\mu}(z)$ and $K_{\mu}^{T}\left(z, z_{0}\right)$. In [84] and [85], we have established equivalence of some integral conditions.

For every non-decreasing function $\Phi:[0, \infty] \rightarrow[0, \infty]$, the inverse $\Phi^{-1}:[0, \infty] \rightarrow[0, \infty]$ can be well defined by setting

$$
\begin{equation*}
\Phi^{-1}(\tau)=\inf _{\Phi(t) \geq \tau} t \tag{4.1}
\end{equation*}
$$

Here inf is equal to $\infty$ if the set of $t \in[0, \infty]$ such that $\Phi(t) \geq \tau$ is empty. Note that the function $\Phi^{-1}$ is non-decreasing, too.

Remark 4.1. It is evident immediately by the definition that

$$
\begin{equation*}
\Phi^{-1}(\Phi(t)) \leq t \quad \forall t \in[0, \infty] \tag{4.2}
\end{equation*}
$$

with the equality in (4.2) except intervals of constancy of the function $\Phi(t)$.

Further, the integral in (4.5) is understood as the Lebesgue-Stieltjes integral and the integrals in (4.4) and (4.6)-(4.9) as the ordinary Lebesgue integrals. In (4.4) and (4.5) we complete the definition of integrals by $\infty$ if $\Phi(t)=\infty$, correspondingly, $H(t)=\infty$, for all $t \geq$ $T \in[0, \infty)$.

Theorem 4.1. Let $\Phi:[0, \infty] \rightarrow[0, \infty]$ be a non-decreasing function and set

$$
\begin{equation*}
H(t)=\log \Phi(t) \tag{4.3}
\end{equation*}
$$

Then the equality

$$
\begin{equation*}
\int_{\Delta}^{\infty} H^{\prime}(t) \frac{d t}{t}=\infty \tag{4.4}
\end{equation*}
$$

implies the equality

$$
\begin{equation*}
\int_{\Delta}^{\infty} \frac{d H(t)}{t}=\infty \tag{4.5}
\end{equation*}
$$

and (4.5) is equivalent to every of the equalities:

$$
\begin{equation*}
\int_{\Delta}^{\infty} H(t) \frac{d t}{t^{2}}=\infty \tag{4.6}
\end{equation*}
$$

for some $\Delta>0$,

$$
\begin{equation*}
\int_{0}^{\delta} H\left(\frac{1}{t}\right) d t=\infty \tag{4.7}
\end{equation*}
$$

for some $\delta>0$,

$$
\begin{equation*}
\int_{\Delta_{*}}^{\infty} \frac{d \eta}{H^{-1}(\eta)}=\infty \tag{4.8}
\end{equation*}
$$

for some $\Delta_{*}>H(+0)$,

$$
\begin{equation*}
\int_{\delta_{*}}^{\infty} \frac{d \tau}{\tau \Phi^{-1}(\tau)}=\infty \tag{4.9}
\end{equation*}
$$

for some $\delta_{*}>\Phi(+0)$.
Moreover, (4.4) is equivalent to (4.5) and hence (4.4)-(4.9) are equivalent each to other if $\Phi$ is in addition absolutely continuous. In particular, all the conditions (4.4)-(4.9) are equivalent if $\Phi$ is convex and non-decreasing.

Remark 4.2. We have in mind $+\infty$ at the right hand sides of the conditions (4.4)-(4.9). If $\Phi(t)=0$ for $t \in\left[0, t_{*}\right]$, then $H(t)=-\infty$ for $t \in\left[0, t_{*}\right]$ and we complete the definition $H^{\prime}(t)=0$ for $t \in\left[0, t_{*}\right]$. Note, the conditions (4.5) and (4.6) exclude that $t_{*}$ belongs to the interval of integrability because in the contrary case the left hand sides in (4.5) and
(4.6) are either equal to $-\infty$ or indeterminate. Hence we may assume in (4.4)-(4.7) that $\Delta>t_{0}$ where $t_{0}:=\sup _{\Phi(t)=0} t, t_{0}=0$ if $\Phi(0)>0$, and $\delta<1 / t_{0}$, correspondingly.

Recall that a function $\psi:[0, \infty] \rightarrow[0, \infty]$ is called convex if $\psi\left(\lambda t_{1}+\right.$ $\left.(1-\lambda) t_{2}\right) \leq \lambda \psi\left(t_{1}\right)+(1-\lambda) \psi\left(t_{2}\right)$ for all $t_{1}$ and $t_{2} \in[0, \infty]$ and $\lambda \in[0,1]$.

In what follows, $\mathbb{D}$ denotes the unit disk in the complex plane $\mathbb{C}$,

$$
\begin{equation*}
\mathbb{D}=\{z \in \mathbb{C}:|z|<1\} \tag{4.10}
\end{equation*}
$$

Lemma 4.1. Let $Q: \mathbb{D} \rightarrow[0, \infty]$ be a measurable function and let $\Phi$ : $[0, \infty] \rightarrow[0, \infty]$ be a non-decreasing convex function. Then

$$
\begin{equation*}
\int_{0}^{1} \frac{d r}{r q(r)} \geq \frac{1}{2} \int_{N}^{\infty} \frac{d \tau}{\tau \Phi^{-1}(\tau)} \tag{4.11}
\end{equation*}
$$

where $q(r)$ is the average of the function $Q(z)$ over the circle $|z|=r$ and

$$
\begin{equation*}
N=\int_{\mathbb{D}} \Phi(Q(z)) d m(z) \tag{4.12}
\end{equation*}
$$

Theorem 4.2. Let $Q: \mathbb{D} \rightarrow[0, \infty]$ be a measurable function such that

$$
\begin{equation*}
\int_{\mathbb{D}} \Phi(Q(z)) d m(z)<\infty \tag{4.13}
\end{equation*}
$$

where $\Phi:[0, \infty] \rightarrow[0, \infty]$ is a non-decreasing convex function such that

$$
\begin{equation*}
\int_{\delta_{0}}^{\infty} \frac{d \tau}{\tau \Phi^{-1}(\tau)}=\infty \tag{4.14}
\end{equation*}
$$

for some $\delta_{0}>\tau_{0}:=\Phi(0)$. Then

$$
\begin{equation*}
\int_{0}^{1} \frac{d r}{r q(r)}=\infty \tag{4.15}
\end{equation*}
$$

where $q(r)$ is the average of the function $Q(z)$ over the circle $|z|=r$.
Remark 4.3. Note that (4.14) implies that

$$
\begin{equation*}
\int_{\delta}^{\infty} \frac{d \tau}{\tau \Phi^{-1}(\tau)}=\infty \tag{4.16}
\end{equation*}
$$

for every $\delta \in[0, \infty)$ but (4.16) for some $\delta \in[0, \infty)$, generally speaking, does not imply (4.14). Indeed, for $\delta \in\left[0, \delta_{0}\right)$, (4.14) evidently implies (4.16) and, for $\delta \in\left(\delta_{0}, \infty\right)$, we have that

$$
\begin{equation*}
0<\int_{\delta_{0}}^{\delta} \frac{d \tau}{\tau \Phi^{-1}(\tau)} \leq \frac{1}{\Phi^{-1}\left(\delta_{0}\right)} \log \frac{\delta}{\delta_{0}}<\infty \tag{4.17}
\end{equation*}
$$

because $\Phi^{-1}$ is non-decreasing and $\Phi^{-1}\left(\delta_{0}\right)>0$. Moreover, by the definition of the inverse function $\Phi^{-1}(\tau) \equiv 0$ for all $\tau \in\left[0, \tau_{0}\right], \tau_{0}=\Phi(0)$, and hence (4.16) for $\delta \in\left[0, \tau_{0}\right)$, generally speaking, does not imply (4.14). If $\tau_{0}>0$, then

$$
\begin{equation*}
\int_{\delta}^{\tau_{0}} \frac{d \tau}{\tau \Phi^{-1}(\tau)}=\infty \quad \forall \delta \in\left[0, \tau_{0}\right) \tag{4.18}
\end{equation*}
$$

However, (4.18) gives no information on the function $Q(z)$ itself and, consequently, (4.16) for $\delta<\Phi(0)$ cannot imply (4.15) at all.

By (4.16) the proof of Theorem 4.2 is reduced to Lemma 4.1. Combining Theorems 4.1 and 4.2 we also obtain the following conclusion.

Corollary 4.1. If $\Phi:[0, \infty] \rightarrow[0, \infty]$ is a non-decreasing convex function and $Q$ satisfies the condition (4.13), then every of the conditions (4.4)-(4.9) implies (4.15).

## 5. General Beltrami equation

Following [15], we call a homeomorphism $f \in W_{\mathrm{loc}}^{1,1}(D)$ a regular solution of (1.4) if $f$ satisfies (1.4) and the Jacobian $J_{f}(z) \neq 0$ almost everywhere in $D$. This and next sections contain new criteria for existence of just regular solutions to the general Beltrami equations (1.4), see [15] and [16].

Theorem 5.1. Let $D$ be a domain in $\mathbb{C}$ and let $\mu$ and $\nu: D \rightarrow \mathbb{C}$ be measurable functions with $|\mu(z)|+|\nu(z)|<1$ a.e. such that

$$
\begin{equation*}
K_{\mu, \nu}(z)=\frac{1+|\mu(z)|+|\nu(z)|}{1-|\mu(z)|-|\nu(z)|} \leq Q(z) \in F M O(D) \tag{5.1}
\end{equation*}
$$

Then the Beltrami equation (1.4) has a regular solution.
Note that, y a result of Hencl and Koskela [42], it follows that the inverse mapping $f^{-1} \in W_{\mathrm{loc}}^{1,2}$ for a regular solution $f$.

Theorem 5.1 implies the existence theorem for the case of majorants $Q(z)$ in the class BMO, see [14]. Moreover, in this case $f \in W_{\text {loc }}^{1, s}$ for all $1 \leq s<2$.

Corollary 5.1. If

$$
\begin{equation*}
\varlimsup_{\varepsilon \rightarrow 0} \int_{B\left(z_{0}, \varepsilon\right)} \frac{1+|\mu(z)|+|\nu(z)|}{1-|\mu(z)|-|\nu(z)|} d m(z)<\infty \quad \forall z_{0} \in D \tag{5.2}
\end{equation*}
$$

then (1.4) has a regular solution.
The following theorem is a source for deriving various integral criteria for the existence of regular solutions to (1.4).

Theorem 5.2. Let $D$ be a domain in $\mathbb{C}$ and let $\mu$ and $\nu: D \rightarrow \mathbb{C}$ be measurable functions with $|\mu(z)|+|\nu(z)|<1$ a.e. and $K_{\mu, \nu} \in L_{\mathrm{loc}}^{1}(D)$. Suppose that

$$
\begin{equation*}
\int_{0}^{\delta\left(z_{0}\right)} \frac{d r}{r k_{z_{0}}(r)}=\infty \quad \forall z_{0} \in D \tag{5.3}
\end{equation*}
$$

where $\delta\left(z_{0}\right)<\operatorname{dist}\left(z_{0}, \partial D\right)$ and $k_{z_{0}}(r)$ is the mean of $K_{\mu, \nu}(z)$ over $\left|z-z_{0}\right|=r$. Then the Beltrami equation (1.4) has a regular solution.

Corollary 5.2. In particular, if

$$
\begin{equation*}
k_{z_{0}}(r)=O\left(\log \frac{1}{r}\right) \quad \text { as } r \rightarrow 0 \quad \forall z_{0} \in D \tag{5.4}
\end{equation*}
$$

then (1.4) has a regular solution.
In fact, the condition (5.3) implies the whole scale of conditions in terms of the iterated logarithms, see [38].

Remark 5.1. The case $\infty \in D$ is included in our scheme by the standard way. The enumerated conditions for $K_{\mu, \nu}(z)$ at $\infty$ should be understood as the corresponding conditions for $K_{\mu, \nu}(1 / \bar{z})$ at 0 . Of course, all these latter conditions can also be written explicitly in terms of $K_{\mu, \nu}(z)$ itself after the change of variables $z \longmapsto 1 / \bar{z}$.

For example, the concept of finite mean oscillation can also be extended to infinity in the following way. Given a domain $D$ in the extended complex plane $\overline{\mathbb{C}}, \infty \in D$, and a function $\varphi: D \rightarrow \mathbb{R}$, we say that $\varphi$ has finite mean oscillation at $\infty$ if the function $\varphi^{*}(z)=\varphi(1 / \bar{z})$ has finite mean oscillation at 0 . Clearly, by the change of variables $z \longmapsto 1 / \bar{z}$ the latter is equivalent to the condition

$$
\begin{equation*}
\int_{|z| \geq R}\left|\varphi(z)-\tilde{\varphi}_{R}\right| \frac{d m(z)}{|z|^{4}}=O\left(\frac{1}{R^{2}}\right) \tag{5.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\varphi}_{R}=\frac{R^{2}}{\pi} \int_{|z| \geq R} \varphi(z) \frac{d m(z)}{|z|^{4}} \tag{5.6}
\end{equation*}
$$

The condition (5.3) at $\infty$ has the form

$$
\begin{equation*}
\int_{\Delta}^{\infty} \frac{d R}{R K(R)}=\infty \tag{5.7}
\end{equation*}
$$

for some $\Delta>0$ where $K(R)$ is the average of $K_{\mu, \nu}(z)$ over the circle $|z|=R$. The condition (5.4) at $\infty$ is written as

$$
\begin{equation*}
K(R)=O(\log R) \quad \text { as } R \rightarrow \infty \tag{5.8}
\end{equation*}
$$

Theorem 5.2 and Corollary 4.1 yield the next result.
Theorem 5.3. Let $D$ be a domain in $\mathbb{C}$ and let $\mu$ and $\nu: D \rightarrow \mathbb{C}$ be measurable functions with $|\mu(z)|+|\nu(z)|<1$ a.e. such that

$$
\begin{equation*}
\int_{D} \Phi\left(K_{\mu, \nu}(z)\right) d m(z)<\infty \tag{5.9}
\end{equation*}
$$

where $\Phi:[0, \infty] \rightarrow[0, \infty]$ is a non-decreasing convex function. If $\Phi$ satisfies at least one of the conditions (4.4)-(4.9), then the Beltrami equation (1.4) has a regular solution.

Remark 5.2. The condition (5.9) can be also localized to neighborhoods $U_{z_{0}}$ of points $z_{0} \in D$ with $\Phi=\Phi_{z_{0}}$ under the same conditions on the functions $\Phi_{z_{0}}$. If $\infty \in D$, then the condition (5.9) for $K_{\mu, \nu}(z)$ at $\infty \in D$ should be understood as the corresponding condition for $K_{\mu, \nu}(1 / \bar{z})$ at 0 . The latter condition can also be written explicitly in terms of $K_{\mu, \nu}(z)$ itself after the change of variables $z \longmapsto 1 / \bar{z}$ in the form

$$
\begin{equation*}
\int_{U_{\infty}} \Phi_{\infty}\left(K_{\mu, \nu}(z)\right) \frac{d m(z)}{|z|^{4}}<\infty \tag{5.10}
\end{equation*}
$$

If the domain $D$ is unbounded, then it is better to use the global condition

$$
\begin{equation*}
\int_{D} \Phi\left(K_{\mu, \nu}(z)\right) \frac{d m(z)}{\left(1+|z|^{2}\right)^{2}}<\infty \tag{5.11}
\end{equation*}
$$

instead of (5.9).
We may assume in the above theorem that the functions $\Phi_{z_{0}}(t)$ and $\Phi(t)$ are not convex and non-decreasing on the whole segment $[0, \infty]$ but
only on a segment $[T, \infty]$ for some $T \in(1, \infty)$. Indeed, every function $\Phi:[0, \infty] \rightarrow[0, \infty]$ which is convex and non-decreasing on a segment $[T, \infty], T \in(0, \infty)$, can be replaced by a non-decreasing convex function $\Phi_{T}:[0, \infty] \rightarrow[0, \infty]$ in the following way. We set $\Phi_{T}(t) \equiv 0$ for all $t \in[0, T], \Phi(t)=\varphi(t), t \in\left[T, T_{*}\right]$, and $\Phi_{T} \equiv \Phi(t), t \in\left[T_{*}, \infty\right]$, where $\tau=\varphi(t)$ is the line passing through the point $(0, T)$ and touching upon the graph of the function $\tau=\Phi(t)$ at a point $\left(T_{*}, \Phi\left(T_{*}\right)\right), T_{*} \geq T$. For such a function we have by the construction that $\Phi_{T}(t) \leq \Phi(t)$ for all $t \in[1, \infty]$ and $\Phi_{T}(t)=\Phi(t)$ for all $t \geq T_{*}$.

## 6. Consequences for reduced Beltrami equations

The equation of the form

$$
\begin{equation*}
f_{\bar{z}}=\lambda(z) \operatorname{Re} f_{z} \tag{6.1}
\end{equation*}
$$

with $|\lambda(z)|<1$ a.e. is called the reduced Beltrami equation, see e.g. $[5,10-13,109]$. The equation (6.1) can be rewritten as the equation (1.4) with

$$
\begin{equation*}
\mu(z)=\nu(z)=\frac{\lambda(z)}{2} \tag{6.2}
\end{equation*}
$$

and then

$$
\begin{equation*}
K_{\mu, \nu}(z)=K_{\lambda}(z):=\frac{1+|\lambda(z)|}{1-|\lambda(z)|} \tag{6.3}
\end{equation*}
$$

Thus, the results of the previous sections give the following consequences for the reduced Beltrami equations (6.1).

Theorem 6.1. Let $D$ be a domain in $\mathbb{C}$ and let $\lambda: D \rightarrow \mathbb{C}$ be a measurable function with $|\lambda(z)|<1$ a.e. such that

$$
\begin{equation*}
K_{\lambda}(z)=\frac{1+|\lambda(z)|}{1-|\lambda(z)|} \leq Q(z) \in F M O(D) \tag{6.4}
\end{equation*}
$$

Then the Beltrami equation (6.1) has a regular solution.
Corollary 6.1. In particular, if

$$
\begin{equation*}
\varlimsup_{\varepsilon \rightarrow 0} \int_{B\left(z_{0}, \varepsilon\right)} \frac{1+|\lambda(z)|}{1-|\lambda(z)|} d m(z)<\infty \quad \forall z_{0} \in D \tag{6.5}
\end{equation*}
$$

then (6.1) has a regular solution.

Theorem 6.2. Let $D$ be a domain in $\mathbb{C}$ and let $\lambda: D \rightarrow \mathbb{C}$ be a measurable function with $|\lambda(z)|<1$ a.e. and $K_{\lambda} \in L_{\mathrm{loc}}^{1}(D)$. Suppose that

$$
\begin{equation*}
\int_{0}^{\delta\left(z_{0}\right)} \frac{d r}{r \Lambda_{z_{0}}(r)}=\infty \quad \forall z_{0} \in D \tag{6.6}
\end{equation*}
$$

where $\delta\left(z_{0}\right)<\operatorname{dist}\left(z_{0}, \partial D\right)$ and $\Lambda_{z_{0}}(r)$ is the mean of $K_{\lambda}(z)$ over $\left|z-z_{0}\right|=$ $r$. Then the Beltrami equation (6.1) has a regular solution.

Corollary 6.2. In particular, if

$$
\begin{equation*}
\Lambda_{z_{0}}(r)=O\left(\log \frac{1}{r}\right) \quad \text { as } r \rightarrow 0 \quad \forall z_{0} \in D \tag{6.7}
\end{equation*}
$$

then (6.1) has a regular solution.
From Theorem 5.3 we obtain the following consequence for the reduced Beltrami equations (6.1).

Theorem 6.3. Let $D$ be a domain in $\mathbb{C}$ and let $\lambda$ be a measurable function with $|\lambda(z)|<1$ a.e. such that

$$
\begin{equation*}
\int_{D} \Phi\left(K_{\lambda}(z)\right) d m(z)<\infty \tag{6.8}
\end{equation*}
$$

where $\Phi:[0, \infty] \rightarrow[0, \infty]$ is a non-decreasing convex function. If $\Phi$ satisfies at least one of the conditions (4.4)-(4.9), then the reduced Beltrami equation (6.1) has a regular solution.

Remark 6.1. Remarks 5.2 are valid for the reduced Beltrami equation. Moreover, the above results remain true for the case in (1.4) when

$$
\begin{equation*}
\nu(z)=\mu(z) e^{i \theta(z)} \tag{6.9}
\end{equation*}
$$

with an arbitrary measurable function $\theta(z): D \rightarrow \mathbb{R}$ and, in particular, for the equations of the form

$$
\begin{equation*}
f_{\bar{z}}=\lambda(z) \operatorname{Im} f_{z} \tag{6.10}
\end{equation*}
$$

with a measurable coefficient $\lambda: D \rightarrow \mathbb{C},|\lambda(z)|<1$ a.e.
Next, note that we have constructed the examples showing that the conditions (4.4)-(4.9) are not only sufficient but also necessary for the Beltrami equations with two characteristics (1.4) and, in particular, for the reduced Beltrami equations (6.1) to have regular solutions.

## 7. On ring $Q$-homeomorphisms

It is well-known that every quasiconformal mapping of a disk onto itself can be extended to a homeomorphism of the closed disk. The situation is different if we study more general homeomorphisms. Indeed, the homeomorphism $f: \mathbb{D} \rightarrow \mathbb{D}$ determined by

$$
f\left(r e^{i \theta}\right)=z e^{i \log (1-|z|)}
$$

has no limit as $|z| \rightarrow 1$. In Section 12 we will study the Dirichlet problem for the degenerate Beltrami equation. There we find sufficient conditions in terms of the Beltrami coefficient which guarantee the existence of regular solutions to the degenerate Beltrami equation with a homeomorphic extension to the boundary. Below we consider the so-called ring $Q$-homeomorphisms whose boundary behavior have been studied in [59].

Recall that, given a family of paths $\Gamma$ in $\overline{\mathbb{C}}$, a Borel function $\rho: \overline{\mathbb{C}} \rightarrow$ $[0, \infty]$ is called admissible for $\Gamma$, abbr. $\rho \in \operatorname{adm} \Gamma$, if

$$
\begin{equation*}
\int_{\gamma} \rho(z)|d z| \geq 1 \tag{7.1}
\end{equation*}
$$

for each $\gamma \in \Gamma$. The modulus of $\Gamma$ is defined by

$$
\begin{equation*}
M(\Gamma)=\inf _{\rho \in \operatorname{adm} \Gamma} \int_{\mathbb{C}} \rho^{2}(z) d m(z) \tag{7.2}
\end{equation*}
$$

Given a domain $D$ and two sets $E$ and $F$ in $\overline{\mathbb{C}}, \Gamma(E, F, D)$ denotes the family of all paths $\gamma:[a, b] \rightarrow \overline{\mathbb{C}}$ which join $E$ and $F$ in $D$, i.e., $\gamma(a) \in$ $E, \gamma(b) \in F$ and $\gamma(t) \in D$ for $a<t<b$. We set $\Gamma(E, F)=\Gamma(E, F, \overline{\mathbb{C}})$ if $D=\overline{\mathbb{C}}$. A ring domain, or shortly a ring in $\overline{\mathbb{C}}$ is a domain $R$ in $\overline{\mathbb{C}}$ whose complement consists of two components. Let $R$ be a ring in $\overline{\mathbb{C}}$. If $C_{1}$ and $C_{2}$ are the components of $\mathbb{C} \backslash R$, we write $R=R\left(C_{1}, C_{2}\right)$. It is known that $M\left(\Gamma\left(C_{1}, C_{2}, R\right)\right)=\operatorname{cap} R\left(C_{1}, C_{2}\right)$, see e.g. [32]. Note also that $M\left(\Gamma\left(C_{1}, C_{2}, R\right)\right)=M\left(\Gamma\left(C_{1}, C_{2}\right)\right)$, see e.g. Theorem 11.3 in [106]. In what follows, we use the notations $B\left(z_{0}, r\right)$ and $C\left(z_{0}, r\right)$ for the open disk and the circle, respectively, in $\mathbb{C}$ centered at $z_{0} \in \mathbb{C}$ with the radius $r>0$ and $A\left(z_{0}, r_{1}, r_{2}\right)$ for the ring $\left\{z \in \mathbb{C}: r_{1}<\left|z-z_{0}\right|<r_{2}\right\}$.

Motivated by the ring definition of quasiconformality in [33], we introduced in [81], cf. also [80], the following notion that localizes and extends the notion of a $Q$-homeomorphism, see e.g. [63].

Let $D$ be a domain in $\mathbb{C}, z_{0} \in D, r_{0} \leq \operatorname{dist}\left(z_{0}, \partial D\right)$ and $Q$ : $B\left(z_{0}, r_{0}\right) \rightarrow[0, \infty]$ a measurable function. A homeomorphism $f: D \rightarrow \overline{\mathbb{C}}$
is called a ring $Q$-homeomorphism at the point $z_{0} \in D$ if

$$
\begin{equation*}
M\left(\Gamma\left(f C_{1}, f C_{2}\right)\right) \leq \int_{A} Q(z) \cdot \eta^{2}\left(\left|z-z_{0}\right|\right) d m(z) \tag{7.3}
\end{equation*}
$$

for every ring $A=A\left(z_{0}, r_{1}, r_{2}\right), 0<r_{1}<r_{2}<r_{0}, C_{i}=C\left(z_{0}, r_{i}\right), i=1,2$, and for every measurable function $\eta:\left(r_{1}, r_{2}\right) \rightarrow[0, \infty]$ such that

$$
\begin{equation*}
\int_{r_{1}}^{r_{2}} \eta(r) d r=1 \tag{7.4}
\end{equation*}
$$

This notion was first extended to the boundary points in [85]. More precisely, given a domain $D$ in $\mathbb{C}$ and a measurable function $Q: D \rightarrow$ $[0, \infty]$, we say that a homeomorphism $f: D \rightarrow \overline{\mathbb{C}}$ is a ring $Q$-homeomorphism at a boundary point $z_{0}$ of the domain $D$ if

$$
\begin{equation*}
M\left(\Delta\left(f C_{1}, f C_{2}, f D\right)\right) \leq \int_{A \cap D} Q(z) \cdot \eta^{2}\left(\left|z-z_{0}\right|\right) d m(z) \tag{7.5}
\end{equation*}
$$

for every $\operatorname{ring} A=A\left(z_{0}, r_{1}, r_{2}\right)$ and every continua $C_{1}$ and $C_{2}$ in $D$ which belong to the different components of the complement to the ring $A$ in $\overline{\mathbb{C}}$, containing $z_{0}$ and $\infty$, correspondingly, and for every measurable function $\eta:\left(r_{1}, r_{2}\right) \rightarrow[0, \infty]$ satisfying the condition (7.4).

The following convergence theorem was first proved in [84], see also [85].

Theorem 7.1. Let $f_{n}: D \rightarrow \overline{\mathbb{C}}, n=1,2, \ldots$, be a sequence of ring $Q$ homeomorphisms at a point $z_{0} \in \bar{D}$. If $f_{n}$ converge locally uniformly to a homeomorphism $f: D \rightarrow \overline{\mathbb{C}}$, then $f$ is also a ring $Q$-homeomorphism at $z_{0}$.

## 8. On strong ring solutions

In this section we study the strong ring solutions which allow us to study some boundary problems. In [85-87], we have proved a series of criteria for the existence of strong ring solutions, in particular, in terms of finite mean oscillation majorants for tangential dilatations. Moreover, we have derived an extension of the well-known Lehto existence theorem. It is shown that the latter implies many known and new results on the existence of ACL homeomorphic solutions to the degenerate Beltrami equations, see Sections 8-10 and comments in Section 13.

Below we will use the tangential dilatation with respect to a point $z_{0} \in \bar{D}$ which is defined by

$$
\begin{equation*}
K_{\mu}^{T}\left(z, z_{0}\right)=\frac{\left|1-\frac{\overline{z-z_{0}}}{z-z_{0}} \mu(z)\right|^{2}}{1-|\mu(z)|^{2}} \tag{8.1}
\end{equation*}
$$

cf. $[4,37,38,57,80,81,88]$. Note that

$$
\begin{equation*}
\frac{1}{K_{\mu}(z)} \leq K_{\mu}^{T}\left(z, z_{0}\right) \leq K_{\mu}(z) \quad \text { a.e. } \tag{8.2}
\end{equation*}
$$

Thus, $K_{\mu}^{T}\left(z, z_{0}\right) \neq 0$ and $\infty$ a.e. if $K_{\mu}(z)$ is locally integrable.
A homeomorphism $f: D \rightarrow \mathbb{C}$ is called a strong ring solution of the Beltrami equation (1.1) if $f$ is a regular solution and, in addition, $f$ is a ring $Q$-homeomorphism at every point $z_{0} \in \bar{D}$ with $Q(z)=K_{\mu}^{T}\left(z, z_{0}\right)$.

We show that the strong ring solutions exist for wide classes of the degenerate Beltrami equations.

Below we will use the tangential dilatation with respect to a point $z_{0} \in \bar{D}$ which is defined by

$$
\begin{equation*}
K_{\mu}^{T}\left(z, z_{0}\right)=\frac{\left|1-\frac{\overline{z-z_{0}}}{z-z_{0}} \mu(z)\right|^{2}}{1-|\mu(z)|^{2}} \tag{8.3}
\end{equation*}
$$

cf. $[4,37,38,57,80,81,88]$. Note that

$$
\begin{equation*}
\frac{1}{K_{\mu}(z)} \leq K_{\mu}^{T}\left(z, z_{0}\right) \leq K_{\mu}(z) \quad \text { a.e. } \tag{8.4}
\end{equation*}
$$

Thus, $K_{\mu}^{T}\left(z, z_{0}\right) \neq 0$ and $\infty$ a.e. if $K_{\mu}(z)$ is locally integrable.
Theorem 8.1. Let $\mu: D \rightarrow \mathbb{C}$ be a measurable function with $|\mu(z)|<1$ a.e. and $K_{\mu} \in L_{\mathrm{loc}}^{1}(D)$. Suppose that every point $z_{0} \in D$ has a neighborhood $U_{z_{0}}$ such that

$$
\begin{equation*}
K_{\mu}^{T}\left(z, z_{0}\right) \leq Q_{z_{0}}(z) \quad \text { a.e. } \tag{8.5}
\end{equation*}
$$

for some function $Q_{z_{0}}(z)$ of finite mean oscillation at the point $z_{0}$ in the variable $z$. Then the Beltrami equation (1.1) has a strong ring solution.

As a consequence we arrive at the following theorem.
Theorem 8.2. Let $\mu: D \rightarrow \mathbb{C}$ be a measurable function with $|\mu(z)|<1$ a.e. such that

$$
\begin{equation*}
K_{\mu}(z)=\frac{1+|\mu(z)|}{1-|\mu(z)|} \leq Q(z) \in F M O \tag{8.6}
\end{equation*}
$$

Then the Beltrami equation (1.1) has a strong ring solution.

Since every strong ring solution is a homeomorphic ACL solution and since every BMO function is in FMO, the theorem strengthens earlier results about the existence of ACL homeomorphic solutions of the Beltrami equation when the conditions involve majorants of the class BMO in the previous papers [78] and [79].

Theorem 8.1 and Corollary 2.1 yield the statement.
Theorem 8.3. Let $\mu: D \rightarrow \mathbb{C}$ be a measurable function with $|\mu(z)|<1$ a.e. and $K_{\mu} \in L_{\mathrm{loc}}^{1}(D)$. Suppose that at every $z_{0} \in D$

$$
\begin{equation*}
\varlimsup_{\varepsilon \rightarrow 0} f_{B\left(z_{0}, \varepsilon\right)} \frac{\left|1-\frac{\overline{z-z_{0}}}{z-z_{0}} \mu(z)\right|^{2}}{1-|\mu(z)|^{2}} d m(z)<\infty \tag{8.7}
\end{equation*}
$$

Then the Beltrami equation (1.1) has a strong ring solution $f_{\mu}$.
Corollary 8.1. If at every point $z_{0} \in D$

$$
\begin{equation*}
\varlimsup_{\varepsilon \rightarrow 0} f_{B\left(z_{0}, \varepsilon\right)} \frac{1+|\mu(z)|}{1-|\mu(z)|} d m(z)<\infty \tag{8.8}
\end{equation*}
$$

then the Beltrami equation (1.1) has a strong ring solution.
The logarithmic mean of a function $Q$ over the ring $A\left(z_{0}, \varepsilon, \varepsilon_{0}\right)=$ $\left\{z \in \mathbb{C}: \varepsilon<\left|z-z_{0}\right|<\varepsilon_{0}\right\}$ is defined by

$$
\begin{equation*}
M_{l o g}^{Q}(\varepsilon)=\int_{\varepsilon}^{\varepsilon_{0}} q(t) d \log t:=\frac{1}{\log \varepsilon_{0} / \varepsilon} \int_{\varepsilon}^{\varepsilon_{0}} q(t) \frac{d t}{t} \tag{8.9}
\end{equation*}
$$

where $q(t)$ denotes the mean value of $Q$ over the circle $\left|z-z_{0}\right|=t$. The following statement is formulated in terms of the logarithmic mean of the tangential dilatation $K_{\mu}^{T}\left(z, z_{0}\right)$ for a fixed $\varepsilon_{0}=\delta\left(z_{0}\right)<\operatorname{dist}\left(z_{0}, \partial D\right)$.

Theorem 8.4. Let $\mu: D \rightarrow \mathbb{C}$ be a measurable function with $|\mu(z)|<1$ a.e. and $K_{\mu} \in L_{\mathrm{loc}}^{1}$. If at every point $z_{0} \in D$ the logarithmic mean of $K_{\mu}^{T}$ over $A(\varepsilon)$ does not converge to $\infty$ as $\varepsilon \rightarrow 0$, i.e.,

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0} M_{l o g}^{K_{\mu}^{T}}(\varepsilon)<\infty \tag{8.10}
\end{equation*}
$$

then the Beltrami equation (1.1) has a strong ring solution.

## 9. Extension of the Lehto existence theorem

In [57] Lehto studied the degenerate Beltrami equations in a special case where the singular set

$$
\begin{equation*}
S_{\mu}=\left\{z \in \mathbb{C}: \lim _{\varepsilon \rightarrow 0}\left\|K_{\mu}\right\|_{L^{\infty}(B(z, \varepsilon))}=\infty\right\} \tag{9.1}
\end{equation*}
$$

of the complex coefficient $\mu$ in the Beltrami equation (1.1) is of measure zero. He showed that, if for every $z_{0} \in \mathbb{C}$ and every $r_{1}$ and $r_{2} \in(0, \infty)$ the integral

$$
\begin{equation*}
\int_{r_{1}}^{r_{2}} \frac{d r}{r\left(1+q_{z_{0}}^{T}(r)\right)}, \quad r_{2}>r_{1} \tag{9.2}
\end{equation*}
$$

is positive and tends to $\infty$ as either $r_{1} \rightarrow 0$ or $r_{2} \rightarrow \infty$ where

$$
\begin{equation*}
q_{z_{0}}^{T}(r)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{\left|1-e^{-2 i \vartheta} \mu\left(z_{0}+r e^{i \vartheta}\right)\right|^{2}}{1-\left|\mu\left(z_{0}+r e^{i \vartheta}\right)\right|^{2}} d \vartheta \tag{9.3}
\end{equation*}
$$

then there exists a homeomorphism $f: \overline{\mathbb{C}} \rightarrow \overline{\mathbb{C}}$ which is ACL in $\mathbb{C} \backslash S_{\mu}$ and satisfies the Beltrami equation (1.1) a.e. Note that the integrand in (9.3) is just the tangential dilatation $K_{\mu}^{T}\left(z, z_{0}\right)$.

We present now a generalization and strengthening of the Lehto existence theorem which enables to derive a series of other existence theorems some of which are known and some are new. This extended version of the Lehto theorem states the existence of a strong ring solution in a domain $D \subset \mathbb{C}$ which by the definition is ACL in $D$ and not only in $D \backslash S_{\mu}$. Note that the situation where $S_{\mu}=D$ is possible here and that the condition (9.4) is weaker than the Lehto condition (9.2) because $q_{z_{0}}^{T}(r)$ can be arbitrarily close to 0 . See Remark 9.1 further for the case where $\infty \in D$, too.

Theorem 9.1. Let $D$ be a domain in $\mathbb{C}$ and let $\mu: D \rightarrow \mathbb{C}$ be a measurable function with $|\mu(z)|<1$ a.e. and $K_{\mu} \in L_{\text {loc }}^{1}(D)$. Suppose that at every point $z_{0} \in D$

$$
\begin{equation*}
\int_{0}^{\delta\left(z_{0}\right)} \frac{d r}{r q_{z_{0}}^{T}(r)}=\infty \tag{9.4}
\end{equation*}
$$

where $\delta\left(z_{0}\right)<\operatorname{dist}\left(z_{0}, \partial D\right)$ and $q_{z_{0}}^{T}(r)$ is the mean of $K_{\mu}^{T}\left(z, z_{0}\right)$ over $\left|z-z_{0}\right|=r$. Then the Beltrami equation (1.1) has a strong ring solution $f_{\mu}$.

A version of this theorem for the ring solutions was first published in the preprint [80], and then in [81], see also [63]. The advanced version for the strong ring solutions was publised in [85]. Note that the centers $z_{0}$ are assumed to belong to the domain $D$ in the case of a ring solution. In the case of strong ring solutions $z_{0}$ can belong to the boundary of $D$.

Note that already in the work [67] it has been established the existence of homeomorphic solutions to the Beltrami equation (1.1) in the class $f_{\mu} \in W_{\mathrm{loc}}^{1, s}, s=2 p /(1+p)$, under the condition (9.4) with $K_{\mu} \in L_{\mathrm{loc}}^{p}$, $p>1$, instead of $K_{\mu}^{T}\left(z, z_{0}\right)$ (the case $p=1$ is covered thanking to a new convergence theorem in Section 3). The Miklyukov-Suvorov result was again discovered in the paper [21] whose author thanks Professor F. W. Gehring but does not mention [67]. Perhaps, the work [67] remains unknown even for the leading experts in the west because we have found no reference to this work in the latest monograph on the Beltrami equations under the discussion of the Lehto condition, see Theorem 20.9.4 in [5].

Theorem 9.1, side by side with lemmas in Section 4, is the main tool for deriving theorems on existence of strong ring solutions for Beltrami equations with various integral conditions in the next section.

Corollary 9.1. If $K_{\mu} \in L_{\mathrm{loc}}^{1}(D)$ and at every point $z_{0} \in D$

$$
\begin{equation*}
q_{z_{0}}^{T}(r)=O\left(\log \frac{1}{r}\right) \quad \text { as } r \rightarrow 0 \tag{9.5}
\end{equation*}
$$

then the Beltrami equation (1.1) has a strong ring solution.
Since $K_{\mu}^{T}\left(z, z_{0}\right) \leq K_{\mu}(z)$ we obtain as a consequence of Theorem 9.1 the following result which is due to Miklyukov and Suvorov [67] for the case $K_{\mu} \in L_{\text {loc }}^{p}(D), p>1$.

Corollary 9.2. If $K_{\mu} \in L_{\mathrm{loc}}^{p}(D)$ for $p \geq 1$ and (9.4) holds for $K_{\mu}(z)$ instead of $K_{\mu}^{T}\left(z, z_{0}\right)$ for every point $z_{0} \in D$, then the Beltrami equation (1.1) has a $W_{\text {loc }}^{1, s}(D)$ homeomorphic solution where $s=2 p /(p+1)$.

Remark 9.1. A strong ring solution of the Beltrami equation (1.1) belongs just to the class $W_{\mathrm{loc}}^{1, s}(D)$ where $s=2 p /(p+1)$ if $K_{\mu} \in L_{\mathrm{loc}}^{p}(D)$ for $p \geq 1$.

All the above theorems can be extended to the case where $\infty \in D \subset \overline{\mathbb{C}}$ if one replaces (9.4) by the following condition at $\infty$

$$
\begin{equation*}
\int_{\delta}^{\infty} \frac{d r}{r q(r)}=\infty \tag{9.6}
\end{equation*}
$$

where $\delta>0$ and

$$
\begin{equation*}
q(r)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{\left|1-e^{-2 i \vartheta} \mu\left(r e^{i \vartheta}\right)\right|^{2}}{1-\left|\mu\left(r e^{i \vartheta}\right)\right|^{2}} d \vartheta \tag{9.7}
\end{equation*}
$$

In this case, there exists a homeomorphic $W_{\text {loc }}^{1,1}(D)$ solution $f=f_{\mu}$ in $D$ with $f(\infty)=\infty$ and $f_{\mu}^{-1} \in W_{\text {loc }}^{1,2}(f(D))$. Here $f \in W_{\text {loc }}^{1,1}(D)$ in $D$ means that $f \in W_{\mathrm{loc}}^{1,1}(D \backslash\{\infty\})$ and that $f^{*}(z)=1 / \overline{f(1 / \bar{z})}$ belongs to $W^{1,1}$ in a neighborhood of 0 . The statement $f^{-1} \in W_{\text {loc }}^{1,2}(f(D))$ has a similar meaning.

## 10. Exixtence theorems with integral conditions

The following existence theorem is obtained from Theorems 4.2 and 9.1.

Theorem 10.1. Let $\mu: D \rightarrow \mathbb{C}$ be a measurable function with $|\mu(z)|<1$ a.e. and $K_{\mu} \in L_{\mathrm{loc}}^{1}$. Suppose that every point $z_{0} \in D$ has a neighborhood $U_{z_{0}}$ where

$$
\begin{equation*}
\int_{U_{z_{0}}} \Phi_{z_{0}}\left(K_{\mu}^{T}\left(z, z_{0}\right)\right) d m(z)<\infty \tag{10.1}
\end{equation*}
$$

for a non-decreasing convex function $\Phi_{z_{0}}:[0, \infty) \rightarrow[0, \infty]$ such that

$$
\begin{equation*}
\int_{\Delta\left(z_{0}\right)}^{\infty} \frac{d \tau}{\tau \Phi_{z_{0}}^{-1}(\tau)}=\infty \tag{10.2}
\end{equation*}
$$

for some $\Delta\left(z_{0}\right)>\Phi_{z_{0}}(0)$. Then the Beltrami equation (1.1) has a strong ring solution.

Remark 10.1. Note that the additional condition $\Delta\left(z_{0}\right)>\Phi_{z_{0}}(0)$ is essential, see also Remark 4.3. In fact, it is important only degree of convergence $\Phi_{z_{0}}^{-1}(\tau) \rightarrow \infty$ as $\tau \rightarrow \infty$ or, the same, degree of convergence $\Phi_{z_{0}}(t) \rightarrow \infty$ as $t \rightarrow \infty$.

Corollary 10.1. Let $\mu: D \rightarrow \mathbb{C}$ be a measurable function with $|\mu(z)|<1$ a.e. and $K_{\mu} \in L_{\mathrm{loc}}^{1}$. Suppose that

$$
\begin{equation*}
\int_{D} \Phi\left(K_{\mu}(z)\right) d m(z)<\infty \tag{10.3}
\end{equation*}
$$

for a non-decreasing convex function $\Phi:[0, \infty] \rightarrow[0, \infty]$ such that

$$
\begin{equation*}
\int_{\Delta}^{\infty} \frac{d \tau}{\tau \Phi^{-1}(\tau)}=\infty \tag{10.4}
\end{equation*}
$$

for some $\Delta>\Phi(0)$. Then the Beltrami equation (1.1) has a strong ring solution.

In particular, the latter means that under the conditions (10.3) and (10.4) there exists a homeomorphic solution $f$ of (1.1) in the Sobolev class $W_{\text {loc }}^{1,1}$ with the Jacobian $J_{f}(z) \neq 0$ a.e.

Some new criteria of the existence of strong ring solutions for the Beltrami equation (1.1) which will be given further follow from Theorems 4.1 and 10.1.

Corollary 10.2. Let $\mu: D \rightarrow \mathbb{C}$ be a measurable function with $|\mu(z)|<1$ a.e. and $K_{\mu} \in L_{\mathrm{loc}}^{1}$. If the condition (10.1) holds at every point $z_{0} \in D$ with a non-decreasing convex function $\Phi_{z_{0}}:[0, \infty) \rightarrow[0, \infty)$ such that

$$
\begin{equation*}
\int_{\Delta\left(z_{0}\right)}^{\infty} \log \Phi_{z_{0}}(t) \frac{d t}{t^{2}}=\infty \tag{10.5}
\end{equation*}
$$

for some $\Delta\left(z_{0}\right)>0$, then the Beltrami equation (1.1) has a strong ring solution.

Corollary 10.3. Let $\mu: D \rightarrow \mathbb{C}$ be a measurable function with $|\mu(z)|<1$ a.e. and $K_{\mu} \in L_{\mathrm{loc}}^{1}$. If the condition (10.1) holds at every point $z_{0} \in D$ for a continuous non-decreasing convex function $\Phi_{z_{0}}:[0, \infty) \rightarrow[0, \infty)$ such that

$$
\begin{equation*}
\int_{\Delta\left(z_{0}\right)}^{\infty}\left(\log \Phi_{z_{0}}(t)\right)^{\prime} \frac{d t}{t}=\infty \tag{10.6}
\end{equation*}
$$

for some $\Delta\left(z_{0}\right)>0$, then (1.1) has a strong ring solution.
Corollary 10.4. Let $\mu: D \rightarrow \mathbb{C}$ be a measurable function with $|\mu(z)|<1$ a.e. and $K_{\mu} \in L_{\mathrm{loc}}^{1}$. If the condition (10.1) holds at every point $z_{0} \in D$ for $\Phi_{z_{0}}=\exp H_{z_{0}}$ where $H_{z_{0}}$ is non-constant, non-decreasing and convex, then (1.1) has a strong ring solution.

Corollary 10.5. Let $\mu: D \rightarrow \mathbb{C}$ be a measurable function with $|\mu(z)|<1$ a.e. and $K_{\mu} \in L_{\mathrm{loc}}^{1}$. If the condition (10.1) holds at every point $z_{0} \in$
$D$ for $\Phi_{z_{0}}=\exp H_{z_{0}}$ with a twice continuously differentiable increasing function $H_{z_{0}}$ such that

$$
\begin{equation*}
\left.H_{z_{0}}^{\prime \prime}(t)\right) \geq 0 \quad \forall t \geq t\left(z_{0}\right) \in[0, \infty) \tag{10.7}
\end{equation*}
$$

then (1.1) has a strong ring solution.
Theorem 10.2. Let $\mu: D \rightarrow \mathbb{C}$ be a measurable function with $|\mu(z)|<1$ a.e. and $K_{\mu} \in L_{\mathrm{loc}}^{1}$ such that

$$
\begin{equation*}
\int_{D} \Phi\left(K_{\mu}(z)\right) d m(z)<\infty \tag{10.8}
\end{equation*}
$$

where $\Phi:[0, \infty) \rightarrow[0, \infty]$ is non-decreasing and convex such that

$$
\begin{equation*}
\int_{\Delta}^{\infty} \log \Phi(t) \frac{d t}{t^{2}}=\infty \tag{10.9}
\end{equation*}
$$

for some $\Delta>0$. Then the Beltrami equation (1.1) has a strong ring solution.

Corollary 10.6. Let $\mu: D \rightarrow \mathbb{C}$ be a measurable function with $|\mu(z)|<1$ a.e. and $K_{\mu} \in L_{\mathrm{loc}}^{1}$. If the condition (10.8) holds with a non-decreasing convex function $\Phi:[0, \infty) \rightarrow[0, \infty)$ such that

$$
\begin{equation*}
\int_{t_{0}}^{\infty}(\log \Phi(t))^{\prime} \frac{d t}{t}=\infty \tag{10.10}
\end{equation*}
$$

for some $t_{0}>0$, then (1.1) has a strong ring solution.
Corollary 10.7. Let $\mu: D \rightarrow \mathbb{C}$ be a measurable function with $|\mu(z)|<1$ a.e. If the condition (10.8) holds for $\Phi=e^{H}$ where $H$ is non-constant, non-decreasing and convex, then (1.1) has a strong ring solution.

Corollary 10.8. Let $\mu: D \rightarrow \mathbb{C}$ be a measurable function with $|\mu(z)|<1$ a.e. If the condition (10.8) holds for $\Phi=e^{H}$ where $H$ is twice continuously differentiable, increasing and

$$
\begin{equation*}
H^{\prime \prime}(t) \geq 0 \quad \forall t \geq t_{0} \in[1, \infty) \tag{10.11}
\end{equation*}
$$

then (1.1) has a strong ring solution.

Note that among twice continuously differentiable functions, the condition (10.11) is equivalent to the convexity of $H(t), t \geq t_{0}$, cf. Corollary 10.7. Of course, the convexity of $H(t)$ implies the convexity of $\Phi(t)=e^{H(t)}, t \geq t_{0}$, because the function $\exp x$ is convex. However, in general, the convexity of $\Phi$ does not imply the convexity of $H(t)=\log \Phi(t)$ and it is known that the convexity of $\Phi(t)$ in (10.8) is not sufficient for the existence of ACL homeomorphic solutions of the Beltrami equation. There exist examples of the complex coefficients $\mu$ such that $K_{\mu} \in L^{p}$ with an arbitrarily large $p \geq 1$ for which the Beltrami equation (1.1) has no ACL homeomorphic solutions, see e.g. [78].
Remark 10.2. The integral condition (10.1) is replaced at $\infty$ by the following condition

$$
\begin{equation*}
\int_{|z|>\delta} \Phi_{\infty}\left(K_{\mu}^{T}(z, \infty)\right) \frac{d m(z)}{|z|^{4}}<\infty \tag{10.12}
\end{equation*}
$$

where $\delta>0, \Phi_{\infty}$ satisfies the conditions of either Theorem 10.1 or equivalent conditions from Theorem 4.1 and

$$
\begin{equation*}
K_{\mu}^{T}(z, \infty)=\frac{\left|1-\frac{\bar{z}}{z} \mu(z)\right|^{2}}{1-|\mu(z)|^{2}} \tag{10.13}
\end{equation*}
$$

We may assume in all the above theorems that the functions $\Phi_{z_{0}}(t)$ and $\Phi(t)$ are not convex on the whole segments $[0, \infty]$ and $[1, \infty]$, respectively, but only on a segment $[T, \infty]$ for some $T \in(1, \infty)$. Indeed, every non-decreasing function $\Phi:[1, \infty] \rightarrow[0, \infty]$ which is convex on a segment $[T, \infty], T \in(0, \infty)$, can be replaced by a non-decreasing convex function $\Phi_{T}:[0, \infty] \rightarrow[0, \infty]$ in the way described in Section 5.

## 11. Necessity of integral conditions for solvability

The main idea for the proof of the following statement under smooth increasing functions $\Phi$ with the additional condition that $t(\log \Phi)^{\prime} \geq 1$ is due to Iwaniec and Martin, see Theorem 3.1 in [46], cf. also Theorem 11.2.1 in [45] and Theorem 20.3.1 in [5]. We obtain the same conclusion in Lemma 11.1 and Theorem 11.1 further without these smooth conditions. Moreover, by Theorem 4.1 the same conclusion concerns all conditions (4.5)-(4.9).
Theorem 11.1. Let $\Phi:[0, \infty] \rightarrow[0, \infty]$ be such a non-decreasing convex function that, for every measurable function $\mu: \mathbb{D} \rightarrow \mathbb{D}$ satisfying the condition

$$
\begin{equation*}
\int_{\mathbb{D}} \Phi\left(K_{\mu}(z)\right) d m(z)<\infty \tag{11.1}
\end{equation*}
$$

the Beltrami equation (1.1) has a homeomorphic ACL solution. Then there is $\delta>0$ such that

$$
\begin{equation*}
\int_{\delta}^{\infty} \log \Phi(t) \frac{d t}{t^{2}}=\infty \tag{11.2}
\end{equation*}
$$

It is evident that the function $\Phi(t)$ in Theorem 11.1 is not constant on $[0, \infty)$ because in the contrary case we would have no real restrictions for $K_{\mu}$ from (11.1) except $\Phi(t) \equiv \infty$ when the class of such $\mu$ is empty. Moreover, by the well-known criterion of convexity, see e.g. Proposition 5 in I.4.3 of [17], the slope $\Phi(t) / t$ is nondecreasing. Hence the proof of Theorem 11.1 is reduced to the following statement.

Lemma 11.1. Let a function $\Phi:[0, \infty] \rightarrow[0, \infty]$ be non-decreasing and

$$
\begin{equation*}
\Phi(t) \geq C \cdot t \quad \forall t \geq T \tag{11.3}
\end{equation*}
$$

for some $C>0$ and $T \in(1, \infty)$. If the Beltrami equations (1.1) have ACL homeomorphic solutions for all measurable functions $\mu: \mathbb{D} \rightarrow \mathbb{D}$ satisfying the condition (11.1), then (11.2) holds for some $\delta>0$.

Remark 11.1. Note that the Iwaniec-Martin condition $t(\log \Phi)^{\prime} \geq 1$ implies (11.3) with $C=\Phi(T) / T$. Note also that if we take $\beta_{n+1}=\varepsilon_{n} \rightarrow$ 0 as $n \rightarrow \infty, \alpha_{n+1}=b_{n} e^{b_{n} \gamma_{n}}-\varepsilon_{n} \gamma_{n}$ and $\gamma_{n+1}^{*}=b_{n} e^{b_{n} \gamma_{n}} / \varepsilon_{n}$, in the construction of examples to Lemma 13.1, then we get $\Phi\left(\gamma_{n+1}^{*}\right) / \gamma_{n+1}^{*} \leq$ $2 \varepsilon_{n}$. Thus, we arrive at examples of absolutely continuous increasing functions $\Phi$ with $\Phi(t) \rightarrow \infty$ as $t \rightarrow \infty$ satisfying the condition (11.2) and such that

$$
\begin{equation*}
\liminf _{t \rightarrow \infty} \frac{\Phi(t)}{t}=0 \tag{11.4}
\end{equation*}
$$

Now we see that conditions of the type (11.3) are independent on the conditions (4.4)-(4.9).

In view of its special importance, we give here the corresponding example to Lemma 11.1. Let $\Phi$ fail to satisfy (11.2). Then there exists a measurable function $\mu: \mathbb{D} \rightarrow \mathbb{D}$ such that (11.1) holds, however the Beltrami equation (1.1) has no homeomorphic ACZ solution.

Example 11.1. Let us assume that the condition (11.2) does not hold for any $\delta>0$. Set $t_{0}=\sup _{\Phi(t)=0} t, t_{0}=0$ if $\Phi(t)>0$ for all $t \in[0, \infty]$. Then for all $\delta>t_{0}$

$$
\begin{equation*}
\int_{\delta}^{\infty} \log \Phi(t) \frac{d t}{t^{2}}<\infty \tag{11.5}
\end{equation*}
$$

With no loss of generality, applying the linear transformation $\alpha \Phi+\beta$ with $\alpha=1 / C$ and $\beta=T$, we may assume by (11.3) that

$$
\begin{equation*}
\Phi(t) \geq t \quad \forall t \in[0, \infty) \tag{11.6}
\end{equation*}
$$

Of course, we may also assume that $\Phi(t)=t$ for all $t \in[0,1)$ because the values of $\Phi$ in $[0,1)$ give no information on $K_{\mu}$ in (11.1). Finally, by (11.5) we have that $\Phi(t)<\infty$ for every $t \in[0, \infty)$.

Now, note that the function $\Psi(t):=t \Phi(t)$ is strictly increasing, $\Psi(1)=\Phi(1)$ and $\Psi(t) \rightarrow \infty$ as $t \rightarrow \infty, \Psi(t)<\infty$ for every $t \in[0, \infty)$. Hence the functional equation

$$
\begin{equation*}
\Psi(K(r))=\left(\frac{\gamma}{r}\right)^{2} \quad \forall r \in(0,1] \tag{11.7}
\end{equation*}
$$

where $\gamma=\Phi^{1 / 2}(1) \geq 1$, is well solvable. Its solution $K:(0,1] \rightarrow[1, \infty)$ is a continuous non-increasing function such that $K(r) \rightarrow \infty$ as $r \rightarrow 0$ and $K(1)=1$. Taking the logarithm in (11.7), we have that

$$
2 \log r+\log K(r)+\log \Phi(K(r))=2 \log \gamma
$$

and by (11.6) we obtain

$$
\log r+\log K(r) \leq \log \gamma
$$

i.e.,

$$
\begin{equation*}
K(r) \leq \frac{\gamma}{r} \tag{11.8}
\end{equation*}
$$

By (11.7)

$$
\Phi(K(r)) \geq \frac{\gamma}{r}
$$

and hence by (4.2)

$$
K(r) \geq \Phi^{-1}\left(\frac{\gamma}{r}\right)
$$

Thus,

$$
I(t):=\int_{0}^{t} \frac{d r}{r K(r)} \leq \int_{0}^{t} \frac{d r}{r \Phi^{-1}\left(\frac{\gamma}{r}\right)}=\int_{\frac{\gamma}{t}}^{\infty} \frac{d \tau}{\tau \Phi^{-1}(\tau)}, \quad t \in(0,1]
$$

where $\gamma / t \geq \gamma \geq 1>\Phi(+0)=0$. By the condition (11.5) and Theorem 4.1

$$
\begin{equation*}
I(t) \leq I(1)=\int_{0}^{1} \frac{d r}{r K(r)}<\infty \tag{11.9}
\end{equation*}
$$

Now consider the mapping

$$
f(z)=\frac{z}{|z|} \rho(|z|)
$$

where $\rho(t)=e^{I(t)}$. Note that $f \in C^{1}(\mathbb{D} \backslash\{0\})$ and hence $f$ is locally quasiconformal in the punctured unit disk $\mathbb{D} \backslash\{0\}$ by the continuity of the function $K(r), r \in(0,1)$, see also (11.9). Let us calculate its complex dilatation. Set $z=r e^{i \vartheta}$. Then

$$
\mu(z)=e^{2 i \vartheta} \cdot \frac{1-K(r)}{1+K(r)}=-\frac{z}{\bar{z}} \cdot \frac{K(|z|)-1}{K(|z|)+1} .
$$

Consequently,

$$
\begin{equation*}
K_{\mu}(z)=K(|z|) \tag{11.10}
\end{equation*}
$$

and by (11.7)

$$
\int_{\mathbb{D}} \Phi\left(K_{\mu}(z)\right) d m(z)=2 \pi \int_{0}^{1} \Phi(K(r)) r d r \leq 2 \pi \gamma^{2} I(1)<\infty .
$$

However,

$$
\lim _{z \rightarrow 0}|f(z)|=\lim _{t \rightarrow 0} \rho(t)=e^{I(0)}=1
$$

i.e., $f$ maps the punctured disk $\mathbb{D} \backslash\{0\}$ onto the ring $1<|\zeta|<R=e^{I(1)}$.

Let us assume that there is a homeomorphic ACL solution $g$ of the Beltrami equation (1.1) with the given $\mu$. By the Riemann theorem without loss of generality we may assume that $g(0)=0$ and $g(\mathbb{D})=\mathbb{D}$. Since $f$ as well as $g$ are locally quasiconformal in the punctured disk $\mathbb{D} \backslash\{0\}$, then by the uniqueness theorem for the quasiconformal mappings $f=h \circ g$ in $\mathbb{D} \backslash\{0\}$ where $h$ is a conformal mapping in $\mathbb{D} \backslash\{0\}$. However, isolated singularities are removable for conformal mappings. Hence $h$ can be extended by continuity to 0 and, consequently, $f$ should be so. Thus, the obtained contradiction disproves the assumption (11.5).

Remark 11.2. Theorems 4.1 and 11.1 show that each of the sufficient conditions (4.4)-(4.9) for the solvability of the Beltrami equations (1.1) with the integral constraints (11.1) and non-decreasing convex functions $\Phi$ is also necessary.

## 12. On the Direchlet problem

Boundary problems for the Beltrami equations (1.1) are due to the famous dissertation of Riemann who considered a particular case of analytical functions when $\mu(z) \equiv 0$, and to the works of Hilbert $(1904,1924)$ who studied the corresponding system of Cauchy-Riemann for the real and imaginary parts of analytic functions $f=u+i v$, as well as to the work of Poincare (1910) on rising tides.

The Dirichlet problem for the uniformly elliptic Beltrami equations was studied by many authors, see, e.g., [10] and [108], Chapter 4, and the references therein. For an approximate method for solving the Dirichlet problem, see [68]. The same problem for two-dimensional quasilinear differential equation of elliptic type was also investigated in a number of papers, see, e.g., [24] and the corresponding references. Our goal here is to show how to apply our new results on the existence of strong ring solutions for the degenerate Beltrami equations to the study of some boundary value problems.

Every analytic function $f$ in a domain $D$ satisfies the simplest Beltrami equation

$$
\begin{equation*}
f_{\bar{z}}=0 \tag{12.1}
\end{equation*}
$$

when $\mu(z) \equiv 0$. Recall that if an analytic function $f$ defined in the unit disk $\mathbb{D}=\{z \in \mathbb{C}:|z|<1\}$ is continuous in its closure, then by the Schwarz formula

$$
\begin{equation*}
f(z)=i \operatorname{Im} f(0)+\frac{1}{2 \pi i} \int_{|\zeta|=1} \operatorname{Re} f(\zeta) \cdot \frac{\zeta+z}{\zeta-z} \frac{d \zeta}{\zeta} \tag{12.2}
\end{equation*}
$$

see e.g. Section 8, Ch. III, Part 3 in [43], p. 346. Thus, the analytic function $f$ in the unit disk $\mathbb{D}$ is defined by its real part $\varphi(\zeta)=\operatorname{Re} f(\zeta)$ on the boundary of the unit disk up to a purely imaginary number $i c$, $c=\operatorname{Im} f(0)$.

Similarly, the Dirichlet problem for the Beltrami equation (1.1) in a domain $D \subset \mathbb{C}$ is formulated as the problem on the existence of a continuous function $f: D \rightarrow \mathbb{C}$ which has partial derivatives of the first order satisfying (1.1) a.e. in $D$ and such that

$$
\begin{equation*}
\lim _{z \rightarrow \zeta} \operatorname{Re} f(z)=\varphi(\zeta) \quad \forall \zeta \in \partial D \tag{12.3}
\end{equation*}
$$

for a prescribed continuous function $\varphi: \partial D \rightarrow \mathbb{R}$. It is obvious that if $f$ is a solution of such problem, then the function $F(z)=f(z)+i c, c \in \mathbb{R}$, is also a solution.

The regular solution of the Dirichlet problem (12.3) with $\varphi(\zeta) \equiv c$, $\zeta \in \partial D$, for the Beltrami equation (1.1) is the function $f(z) \equiv c, z \in D$. If $\varphi(\zeta) \not \equiv$ const, then the regular solution of such problem is a continuous, discrete and open mapping $f: D \rightarrow \mathbb{C}$ of the Sobolev class $W_{\text {loc }}^{1,1}$ with the Jacobian $J_{f}(z)=\left|f_{z}\right|^{2}-\left|f_{\bar{z}}\right|^{2} \neq 0$ a.e. satisfying the condition (12.3) and (1.1) a.e. If $D=\mathbb{D}$, where $\mathbb{D}$ stands for the open unit disk centered at the origin, we in addition assume that $\operatorname{Im} f(0)=0$.

Recall that a mapping $f: D \rightarrow \mathbb{C}$ is called discrete if the preimage of $f^{-1}(y)$ consists of isolated points for every $y \in \mathbb{C}$ and open if $f$ maps every open set $U \subseteq D$ onto an open set in $\mathbb{C}$.

In what follows, we prove that a regular solution to the Dirichlet problem (12.3) in the unit disc $\mathbb{D}$ exists for every continuous function $\varphi: \partial \mathbb{D} \rightarrow \mathbb{R}$ for wide classes of the degenerate Beltrami equations (1.1). The Dirichlet problem in a bounded simply connected domain $D$ in $\mathbb{C}$ is reduced to the case of the unit disk by the Riemann mapping theorem. Detailed proofs of the following theorems can be found in [29] and [30].

Theorem 12.1. Let $\mu: \mathbb{D} \rightarrow \mathbb{D}$ be a measurable function such that $K_{\mu}$ has the BMO majorant. Then the Beltrami equation (1.1) has a regular solution of the Dirichlet problem (12.3) for every continuous function $\varphi: \partial \mathbb{D} \rightarrow \mathbb{R}$.

Remark 12.1. In particular, we have that if

$$
\begin{equation*}
K_{\mu}(z) \leq Q(z) \in W_{\mathrm{loc}}^{1,2}(\mathbb{D}) \tag{12.4}
\end{equation*}
$$

then the conclusion of Theorem 12.1 holds because $W^{1,2}(\mathbb{D}) \subset$ $\operatorname{VMO}(\mathbb{D})$, see e.g. [20]. Moreover, in this case $f \in W_{\text {loc }}^{1,2}$, see e.g. [61], and the problem has the unique regular solution for every continuous function $\varphi: \partial \mathbb{D} \rightarrow \mathbb{R}$.

This theorem admits the following generalization.
Theorem 12.2. Let $\mu: \mathbb{D} \rightarrow \mathbb{D}$ be a measurable function such that $K_{\mu} \in L^{1}(\mathbb{D})$ and $K_{\mu}^{T}\left(z, z_{0}\right) \leq Q\left(z, z_{0}\right)$ where the function $Q\left(z, z_{0}\right)$ belongs to $\operatorname{FMO}\left(z_{0}\right)$ in $z$ for all $z_{0} \in \overline{\mathbb{D}}$. Then the Beltrami equation (1.1) has a regular solution of the Dirichlet problem (12.3) for every continuous function $\varphi: \partial \mathbb{D} \rightarrow \mathbb{R}$.
Corollary 12.1. Let $\mu: \mathbb{D} \rightarrow \mathbb{D}$ be a measurable function such that

$$
\begin{equation*}
K_{\mu}(z)=\frac{1+|\mu(z)|}{1-|\mu(z)|} \leq Q(z) \in F M O(\overline{\mathbb{D}}) \tag{12.5}
\end{equation*}
$$

Then the Beltrami equation (1.1) has a regular solution of the problem Dirichlet (12.3) for every continuous function $\varphi: \partial \mathbb{D} \rightarrow \mathbb{R}$.

Corollary 12.2. Let $\mu: \mathbb{D} \rightarrow \mathbb{D}$ be a measurable function with $K_{\mu} \in$ $L^{1}(\mathbb{D})$ such that

$$
\begin{equation*}
\varlimsup_{\varepsilon \rightarrow 0} \int_{\mathbb{D}\left(z_{0}, \varepsilon\right)} \frac{\left|1-\frac{\overline{z-z_{0}}}{z-z_{0}} \mu(z)\right|^{2}}{1-|\mu(z)|^{2}} d m(z)<\infty \quad \forall z_{0} \in \overline{\mathbb{D}} \tag{12.6}
\end{equation*}
$$

where $\mathbb{D}\left(z_{0}, \varepsilon\right)=\mathbb{D} \cap B\left(z_{0}, \varepsilon\right), B\left(z_{0}, \varepsilon\right)=\left\{z \in \mathbb{C}:\left|z-z_{0}\right|<\varepsilon\right\}$. Then the Beltrami equation (1.1) has a regular solution of the Dirichlet problem (12.3) for every continuous function $\varphi: \partial \mathbb{D} \rightarrow \mathbb{R}$.

Corollary 12.3. Let $\mu: \mathbb{D} \rightarrow \mathbb{D}$ be a measurable function such that

$$
\begin{equation*}
k_{z_{0}}(\varepsilon)=O\left(\log \frac{1}{\varepsilon}\right) \quad \forall z_{0} \in \overline{\mathbb{D}} \tag{12.7}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$, where $k_{z_{0}}(\varepsilon)$ is the average of the function $K_{\mu}^{T}\left(z, z_{0}\right)$ over $\mathbb{D} \bigcap S\left(z_{0}, \varepsilon\right), S\left(z_{0}, \varepsilon\right)=\left\{z \in \mathbb{C}:\left|z-z_{0}\right|=\varepsilon\right\}$. Then the Beltrami equation (1.1) has a regular solution of the Dirichlet problem (12.3) for every continuous function $\varphi: \mathbb{D} \rightarrow \mathbb{R}$.

Remark 12.2. In particular, the conclusion holds if

$$
\begin{equation*}
K_{\mu}^{T}\left(z, z_{0}\right)=O\left(\log \frac{1}{\left|z-z_{0}\right|}\right) \quad \text { as } z \rightarrow z_{0} \forall z_{0} \in \overline{\mathbb{D}} \tag{12.8}
\end{equation*}
$$

Theorem 12.3. Let $\mu: \mathbb{D} \rightarrow \mathbb{D}$ be a measurable function with $K_{\mu} \in$ $L^{1}(\mathbb{D})$ such that

$$
\begin{equation*}
\int_{0}^{\delta\left(z_{0}\right)} \frac{d r}{\left\|K_{\mu}^{T}\right\|_{1}(r)}=\infty \quad \forall z_{0} \in \overline{\mathbb{D}} \tag{12.9}
\end{equation*}
$$

where $\left\|K_{\mu}^{T}\right\|_{1}(r)=\int_{\gamma_{r}} K_{\mu}^{T}\left(z, z_{0}\right)|d z|$ is the $L^{1}$ norm of the function $K_{\mu}^{T}\left(z, z_{0}\right)$ over the arcs $\gamma_{r}=\mathbb{D} \cap S\left(z_{0}, r\right)$ of the circles $S\left(z_{0}, r\right)=\{z \in$ $\left.\mathbb{C}:\left|z-z_{0}\right|=r\right\}, 0<\delta\left(z_{0}\right)<1$. Then the Beltrami equation (1.1) has a regular solution of the Dirichlet problem (12.3) for every continuous function $\varphi: \partial \mathbb{D} \rightarrow \mathbb{R}$.

Remark 12.3. Of course, all the above results on the existence of regular solutions to the Dirichlet problem for the Beltrami equation (1.1) can be formulated in terms of the dilatation $K_{\mu}(z)$ because of the estimate $K_{\mu}^{T}\left(z, z_{0}\right) \leq K_{\mu}(z)$.

On the base of Corollary 4.1 we obtain the following consequence of Theorem 12.3.

Theorem 12.4. Let $\mu: \mathbb{D} \rightarrow \mathbb{D}$ be a measurable function with $K_{\mu} \in$ $L^{1}(\mathbb{D})$ and such that

$$
\begin{equation*}
\int_{D\left(z_{0}\right)} \Phi_{z_{0}}\left(K_{\mu}^{T}\left(z, z_{0}\right)\right) d m(z)<\infty \quad \forall z_{0} \in \overline{\mathbb{D}} \tag{12.10}
\end{equation*}
$$

where $D\left(z_{0}\right)=\left\{z \in \mathbb{D}:\left|z-z_{0}\right|<\delta\left(z_{0}\right)\right\}, 0<\delta\left(z_{0}\right)<1$ and $\Phi_{z_{0}}:$ $[0, \infty] \rightarrow[0, \infty]$ is a non-decreasing convex function that satisfies at least one of the conditions (4.4)-(4.9).

Then the Beltrami equation (1.1) has a regular solution of the Dirichlet problem (12.3) for every continuous function $\varphi: \partial \mathbb{D} \rightarrow \mathbb{R}$.

Next, since $K_{\mu}^{T}\left(z, z_{0}\right) \leq K_{\mu}(z)$, Theorem 12.4 implies the following simple but very important consequence.

Corollary 12.4. Let $\mu: \mathbb{D} \rightarrow \mathbb{D}$ be a measurable function such that

$$
\begin{equation*}
\int_{\mathbb{D}} \Phi\left(K_{\mu}(z)\right) d m(z)<\infty \tag{12.11}
\end{equation*}
$$

where $\Phi:[0, \infty] \rightarrow[0, \infty]$ is a non-decreasing convex function that satisfies at least one of the conditions (4.4)-(4.9).

Then the Beltrami equation (1.1) has a regular solution of the Dirichlet problem (12.3) for every continuous function $\varphi: \partial \mathbb{D} \rightarrow \mathbb{R}$.

Remark 12.4. Note that the conditions (4.4)-(4.9) are not only sufficient but also necessary to have a regular solution of the Dirichlet problem (12.3) (under every continuous non-constant function $\varphi: \partial \mathbb{D} \rightarrow \mathbb{R}$ ) for all Beltrami equations (1.1) with the integral constraints (12.11). Indeed, by the Stoilow factorization, see e.g. [96] or [97], such a regular solution $f$ should have the representation $f=h \circ g$ where $h$ is a conformal mapping and $g$ is a homeomorphic solution of the class $W_{\text {loc }}^{1,1}(\mathbb{D})$ to the Beltrami equation (1.1). However, the given conditions are necessary by Theorem 11.1 for the existence of such solutions to all Beltrami equations (1.1) with the integral constraints (12.11).

Example 12.1. Let

$$
\begin{equation*}
\mu(z)=k(|z|) \frac{z}{\bar{z}} \tag{12.12}
\end{equation*}
$$

where $k(\tau): \mathbb{R} \rightarrow(-1,1)$ is a measurable function such that

$$
\begin{equation*}
\int_{\varepsilon}^{1} \frac{1+k(\tau)}{1-k(\tau)} \frac{d \tau}{\tau}<\infty \quad \forall \varepsilon \in(0,1) \tag{12.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{1} \frac{1+k(\tau)}{1-k(\tau)} \frac{d \tau}{\tau}=\infty \tag{12.14}
\end{equation*}
$$

Then a regular solution to the Dirichlet problem (12.3) for the Beltrami equation (1.1) can be written in the explicit form

$$
\begin{equation*}
f(z)=\frac{1}{2 \pi i} \int_{|\zeta|=1} \operatorname{Re} \varphi(\zeta) \cdot \frac{\zeta+\omega(z)}{\zeta-\omega(z)} \cdot \frac{d \zeta}{\zeta} \tag{12.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\omega(z)=\frac{z}{|z|} \exp \left(-\int_{|z|}^{1} \frac{1+k(\tau)}{1-k(\tau)} \frac{d \tau}{\tau}\right) \tag{12.16}
\end{equation*}
$$

is a regular homeomorphic solution of the Beltrami equation (1.1) with $\mu$ from (12.12), see Propositions 6.4 and 6.5 in [79], cf. [40].

Example 12.2. The example of a complex dilatation $\mu$ which will be given in (12.18) shows that the Dirichlet problem (12.3) for the Beltrami equation (1.1) has no regular solution for every $\varphi \neq$ const even in the case of $\mu \in C^{\infty}(\overline{\mathbb{D}} \backslash\{0\}), K_{\mu} \in L_{\text {loc }}^{\infty}(\overline{\mathbb{D}} \backslash\{0\})$ and $K_{\mu} \in L^{p}(\mathbb{D})$ for any arbitrarily large $p \geq 1$. Moreover, $K_{\mu}$ has only one singularity at zero and no one on the boundary $\partial \mathbb{D}$.

In the monograph [63], it was given the following simple example of the mapping

$$
\begin{equation*}
g(z)=\frac{z}{|z|}\left(1+|z|^{\alpha}\right)=e^{i \vartheta}\left(1+r^{\alpha}\right) \tag{12.17}
\end{equation*}
$$

$z=x+i y=r e^{i \vartheta}, \alpha \in(0,1)$, that maps the punctured unit disk $\mathbb{D}_{0}=$ $\mathbb{D} \backslash\{0\}=\{z \in \mathbb{C}: 0<|z|<1\}$ onto the ring $A(0,1,2)=\{z \in \mathbb{C}: 1<$ $|z|<2\}$ and, thus, $g$ has the unremovable singularity at zero.

The complex dilatation of the mapping $g$ is given by

$$
\begin{equation*}
\mu(z)=\frac{g_{\bar{z}}}{g_{z}}=-e^{2 i \vartheta} \cdot \frac{1+(1-\alpha) r^{\alpha}}{1+(1+\alpha) r^{\alpha}} \tag{12.18}
\end{equation*}
$$

If $\alpha \in(0,1)$, then the dilatation

$$
K_{\mu}(z)=\frac{1+|\mu(z)|}{1-|\mu(z)|}=\frac{1+r^{\alpha}}{\alpha r^{\alpha}}=\frac{1}{\alpha}\left(1+r^{-\alpha}\right)
$$

The dilatation function has only one singularity as $r \rightarrow 0$ and, moreover, $K_{\mu} \in L^{p}(\mathbb{D})$ for every $p<2 / \alpha$. If $\alpha \rightarrow 0$, we see that the degree of integrability of $K_{\mu}$ can be arbitrarily large. Moreover, $K_{\mu} \in L_{\text {loc }}^{\infty}\left(\mathbb{D}_{0}\right)$
and $\mu \in C^{\infty}(\overline{\mathbb{D}} \backslash\{0\})$, i.e., $g$ is locally quasiconformal in the punctured disk $\mathbb{D}_{0}$.

It is easy to show that the Dirichlet problem (12.3) for (1.1) with $\mu$ of the form (12.18) has no regular solutions $f$ with any continuous function $\varphi \neq$ const. Indeed, by the Stoilow factorization theorem $f=A \circ h$ where $A$ is an analytic function and $h$ is a homeomorphism. However, $h$ is a locally quasiconformal mapping outside of some discrete set of points $M$ in $\mathbb{D}_{0}$, because branch points of the analytic function $A$ are isolated, and satisfies the Beltrami the Beltrami equation (1.1) a.e. Thus, by the uniqueness theorem for quasiconformal mappings we have that $\left.h\right|_{\mathbb{D}_{0} \backslash M}=$ $\left.\psi \circ g\right|_{\mathbb{D}_{0} \backslash M}$, where $\psi$ is a conformal mapping in $g\left(\mathbb{D}_{0} \backslash M\right)=g\left(\mathbb{D}_{0}\right) \backslash g(M)$. Note that, since $g$ is a homeomorphism in $\mathbb{D}_{0}$, the set $g(M)$ consists of isolated points and, thus, is removable for the conformal mapping $\psi$. However, then $M$ is removable for $h$ and $h=\psi \circ g$. Consequently, $f=A_{*} \circ g$ where $A_{*}$ is an analytic.

By the definition, the regular solution $f$ is continuous at zero. However, $g^{-1}(w) \rightarrow 0$ as $|w| \rightarrow 1$. Thus $A_{*}(w) \rightarrow f(0)=\operatorname{Re} f(0)$ as $|w| \rightarrow 1$ and by the Riemann-Schwarz symmetry principle, see, e.g., Theorem 3 in [43, Part 3, Ch. 4, $\Sigma 5], A_{*}$ is extended through the unit circle $|w|=1$. Simultaneously $A_{*}(w) \equiv f(0)$ on this circle and then $A_{*} \equiv$ const, see, e.g., Theorem 2 in [43, Part 3, Ch. 3, Section 2], that is not possible for $\varphi \neq$ const.

Example 12.3. The example of the mapping (12.17) allows to construct an another example of a complex dilatation $\mu$, see (12.19), of the class $C^{\infty}(\mathbb{D}) \backslash\{0\}$ with $K_{\mu} \in L_{\text {loc }}^{\infty}(\mathbb{D})$, for which the Beltrami equation (1.1) has no regular solutions of the Dirichlet problem (12.3) under $\varphi \neq$ const. $K_{\mu}$ has singularities only on $\partial \mathbb{D}$.

Note that the relation (12.17) allows to define the homeomorphism $w=g(z)$ mapping $\mathbb{C}_{*}=\overline{\mathbb{C}} \backslash\{0\}$ onto $\overline{\mathbb{C}} \backslash \overline{\mathbb{D}}, g(\infty)=\infty$; in the polar coordinates : $R=|w|=1+r^{\alpha}, \theta=\arg w=\arg z=\vartheta$. Consider the mapping

$$
G=j \circ g^{-1} \circ j
$$

where $j$ is the inversion with respect to the unit circle in $\mathbb{C}$. By the construction, $\kappa=G(\varsigma)$ maps $\mathbb{D}$ onto $\mathbb{C}$ and $G(\varsigma) \rightarrow \infty$ as $|\varsigma| \rightarrow 1$. In view of the circle symmetry of the mapping $g$,

$$
G=j_{*} \circ g^{-1} \circ j_{*}
$$

where $j_{*}(\varsigma)=1 / \varsigma$ is a conformal mapping.
It is known that

$$
\mu_{g^{-1}}=-\nu_{g} \circ g^{-1}, \quad \nu_{g^{-1}}=-\mu_{g} \circ g^{-1}
$$

where

$$
\nu_{g}(z):=\frac{g_{\bar{z}}}{\overline{g_{z}}}=-e^{2 i \vartheta} \cdot \frac{1+(1-\alpha) r^{\alpha}}{1+(1+\alpha) r^{\alpha}}=\mu_{g}(z)
$$

see, e.g., $\mathrm{IC}(4)$ in $[1]$. In view of the latter, $\mu_{g^{-1}}=\nu_{g^{-1}}$ and then by $\mathrm{IC}(7)$ and (9) in [1]

$$
\mu_{G}=-\mu_{g} \circ g^{-1} \circ j_{*}
$$

i.e.

$$
\begin{equation*}
\mu_{G}(\varsigma)=e^{-2 i \gamma} \cdot \frac{1+(1-\alpha)\left[\frac{1}{\rho}-1\right]}{1+(1+\alpha)\left[\frac{1}{\rho}-1\right]}=e^{-2 i \gamma} \cdot \frac{\rho+(1-\alpha)(1-\rho)}{1+(1+\alpha)(1-\rho)} \tag{12.19}
\end{equation*}
$$

where $\rho=|\varsigma|$ and $\gamma=\arg \varsigma$. Consequently, we have that

$$
K_{\mu_{G}}(\varsigma)=\frac{1+\left(\frac{1}{\rho}-1\right)}{\alpha\left(\frac{1}{\rho}-1\right)}=\frac{1}{\alpha(1-\rho)}=\frac{1}{\alpha(1-|\varsigma|)}
$$

Let us show that the Beltrami equation (1.1) has no regular solutions $f$ of the Dirichlet problem (12.3) for $\varphi \neq$ const and $\mu=\mu_{G}$. Assume that there is a regular solution $f$. Then, arguing as in Example 5, we obtain that $f=A \circ G$ in $\mathbb{D}$ where $A$ is an analytic function in $G(\mathbb{D})=\mathbb{C}$. However, the cluster set

$$
C(\partial \mathbb{D}, \operatorname{Re} f)=\left\{w \in \overline{\mathbb{C}}: w=\lim _{n \rightarrow \infty} \operatorname{Re} f\left(z_{n}\right),\left|z_{n}\right| \rightarrow 1\right\}=\varphi(\partial \mathbb{D})
$$

is bounded and $G(\varsigma) \rightarrow \infty$ if and only if $|\varsigma| \rightarrow 1$. We see that $\operatorname{Re} A$ is bounded and $\operatorname{Re} A=$ const by the Liouville theorem for harmonic functions, see, e.g., Theorem 5 in [91, Ch. 5, Section 14]. The latter is not possible for $\varphi \neq$ const.

## 13. Historic comments and final remarks

In this section we give a comparison of our results with earlier results of other authors.

The first investigation of the existence problem for degenerate Beltrami equations with integral constraints (10.8) as in Theorem 10.2 has been made by Pesin [71]. He studied the special case where $\Phi(t)=e^{t^{\alpha}}-1$ with $\alpha>1$. A theorem of Kruglicov [50] is a partial case of Corollary 10.8. Next, David [25] considered the existence problem with measure constraints

$$
\begin{equation*}
\left|\left\{z \in D: K_{\mu}(z)>t\right\}\right| \leq \varphi(t) \quad \forall t \in[1, \infty) \tag{13.1}
\end{equation*}
$$

with special $\varphi(t)$ of the form $a \cdot e^{-b t}$ and Tukia [104] with the corresponding constraints in terms of the spherical area. Note that under the
integral constraints (10.8) of the exponential type $\Phi(t)=\alpha e^{\beta t}, \alpha>0$, the conditions of David and Tukia hold. Thus, the latter results strengthen the Pesin result.

By the well known John-Nirenberg lemma for functions of the class BMO the David conditions are equivalent to the corresponding integral conditions of the exponential type, see e.g. [78] and [79]. More advanced results in terms of FMO can be found in [83] and [85].

The next step has been made by Brakalova and Jenkins [18] who proved the existence of ACL homeomorphic solutions for the case of the integral constraints (10.1) as in Theorem 10.1 with $K_{\mu}(z)$ instead of $K_{\mu}^{T}\left(z, z_{0}\right)$ and with

$$
\begin{equation*}
\Phi_{z_{0}}(t) \equiv \Phi(t)=\exp \left(\frac{\frac{t+1}{2}}{1+\log \frac{t+1}{2}}\right) \tag{13.2}
\end{equation*}
$$

Note that the condition (4.4) in Theorem 4.1 can be easy verified for the function $\Phi(t)$. Indeed,

$$
\begin{equation*}
(\log \Phi(t))^{\prime}=\frac{1}{2} \frac{\log \frac{t+1}{2}}{\left(1+\log \frac{t+1}{2}\right)^{2}} \sim \frac{1}{2} \frac{1}{\log t} \quad \text { as } t \rightarrow \infty \tag{13.3}
\end{equation*}
$$

Moreover, $\Phi^{\prime \prime}(t) \geq 0$ for all $t \geq T$ for large enough $T \in(1, \infty)$ and hence $\Phi$ is convex on the segment $[T, \infty]$, see e.g. [17] and Remark 10.2. Thus, the result of Brakalova and Jenkins [18] is a partial case of Corollary 10.3.

Later on, Iwaniec and Martin [45, 46] have proven the existence of solutions in the Orlicz-Sobolev classes for the case where

$$
\begin{equation*}
\Phi_{z_{0}}(t) \equiv \Phi(t)=\exp \left(\frac{p t}{1+\log t}\right) \tag{13.4}
\end{equation*}
$$

for some $p>0$. Here we see that

$$
\begin{equation*}
(\log \Phi(t))^{\prime}=\frac{p \log t}{(1+\log t)^{2}} \sim \frac{p}{\log t} \quad \text { as } t \rightarrow \infty \tag{13.5}
\end{equation*}
$$

and the convexity condition is also verified, cf. Corollary 10.6. Note that in the both cases (13.2) and (13.4) for each $\lambda>0$

$$
\begin{equation*}
\Phi(t) \geq t^{\lambda} \quad \forall t \geq t_{\lambda} \in[1, \infty) \tag{13.6}
\end{equation*}
$$

We would like to emphasize a remarkable results on the uniqueness and Stoilow factorization for solutions of the Beltrami equations concerning the case

$$
\begin{equation*}
\Phi_{z_{0}}(t) \equiv \Phi(t)=\exp p t \tag{13.7}
\end{equation*}
$$

which is due to Astala, Iwaniec, Martin and David [5] and [25]. Note that earlier a theorem on the existence and uniqueness in the class $W_{\text {loc }}^{1,2}$ has been established under the condition $K_{\mu}(z) \leq Q(z) \in W_{\text {loc }}^{1,2}$ in the work [61].

Corollary 10.2 is due to Gutlyanskii, Martio, Sugawa and Vuorinen in [37] and [38] where they have established the existence of ACL homeomorphic solutions of the Beltrami equation (1.1) in $W_{\mathrm{loc}}^{1, s}, s=2 p /(1+p)$, under $K_{\mu} \in L_{\text {loc }}^{p}$ with $p>1$ for

$$
\begin{equation*}
\Phi_{z_{0}}(t) \equiv \Phi(t):=\exp H(t) \tag{13.8}
\end{equation*}
$$

with $H(t)$ being a continuous non-decreasing function such that $\Phi(t)$ is convex and

$$
\begin{equation*}
\int_{1}^{\infty} H(t) \frac{d t}{t^{2}}=\infty . \tag{13.9}
\end{equation*}
$$

It was one of the most advanced results in the field of criteria for the solvability of the degenerate Beltrami equations because the condition (13.9) is turned out to be not only sufficient but also necessary as it is clear from Theorem 11.1, see also Remark 11.2.

Similar theorems on the existence and uniqueness of solutions in the Orlich-Sobolev classes have been established subsequently in [5] under the condition (13.9) with the smooth $H$ and $t H^{\prime}(t) \geq 5$, see Theorem 20.5.2 therein, cf. Lemma 11.1 and Remark 11.1. However, we have not found the work [38] in the reference list in [5].

Recently Brakalova and Jenkins have proved the existence of ACL homeomorphic solutions under (10.1), again with $K_{\mu}(z)$ instead of $K_{\mu}^{T}\left(z, z_{0}\right)$, and with

$$
\begin{equation*}
\Phi_{z_{0}}(t) \equiv \Phi(t)=h\left(\frac{t+1}{2}\right) \tag{13.10}
\end{equation*}
$$

where they assumed that $h$ is increasing and convex and $h(x) \geq C_{\lambda} x^{\lambda}$ for any $\lambda>1$ with some $C_{\lambda}>0$ and

$$
\begin{equation*}
\int_{1}^{\infty} \frac{d \tau}{\tau h^{-1}(\tau)}=\infty \tag{13.11}
\end{equation*}
$$

see [19]. Note that the conditions $h(x) \geq C_{\lambda} x^{\lambda}$ for all $\lambda>1$, in particular, under the above sub-exponential integral constraints, see (13.6), imply that $K_{\mu}$ is locally integrable with any degree $p \in[1, \infty)$.

Some of the given conditions are not necessary as it is clear from the results in Section 11 and from the following lemma and remarks.

Lemma 13.1. There exist continuous increasing convex functions $\Phi$ : $[1, \infty) \rightarrow[1, \infty)$ such that

$$
\begin{align*}
& \int_{1}^{\infty} \log \Phi(t) \frac{d t}{t^{2}}=\infty  \tag{13.12}\\
& \liminf _{t \rightarrow \infty} \frac{\log \Phi(t)}{\log t}=1 \tag{13.13}
\end{align*}
$$

and, moreover,

$$
\begin{equation*}
\Phi(t) \geq t \quad \forall t \in[1, \infty) \tag{13.14}
\end{equation*}
$$

Note that the examples from the proof of Lemma 13.1 further can be extended to $[0, \infty]$ by $\Phi(t)=t$ for $t \in[0,1]$ with keeping all the given properties.

Remark 13.1. The condition (13.13) implies, in particular, that there exist no $\lambda>1, C_{\lambda}>0$ and $T_{\lambda} \in[1, \infty)$ such that

$$
\begin{equation*}
\Phi(t) \geq C_{\lambda} \cdot t^{\lambda} \quad \forall t \geq T_{\lambda} \tag{13.15}
\end{equation*}
$$

Thus, in view of Lemma 13.1 and Theorem 10.2, not one in the conditions (13.15) is necessary in the existence theorems for the Beltrami equations with the integral constraints of the type (10.8).

In addition, for the examples of $\Phi$ given in the proof of Lemma 13.1,

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{\log \Phi(t)}{\log t}=\infty \tag{13.16}
\end{equation*}
$$

cf. Proposition 13.1 further. Finally, all the conditions (4.4)-(4.9) from Theorem 4.1 hold simultaneously with (13.12) because the increasing convex function $\Phi$ is absolutely continuous.

Example 13.1. Further we use the known criterion which says that a function $\Phi$ is convex on an open interval $I$ if and only if $\Phi$ is continuous and its derivative $\Phi^{\prime}$ exists and is non-decreasing in I except a countable set of points in $I$, see e.g. Proposition 1.4.8 in [17]. We construct $\Phi$ by induction sewing together pairs of functions of the two types $\varphi(t)=\alpha+\beta t$ and $\psi(t)=a e^{b t}$ with suitable positive parameters $a, b$ and $\beta$ and possibly negative $\alpha$.

More precisely, set $\Phi(t)=\varphi_{1}(t)$ for $t \in\left[1, \gamma_{1}^{*}\right]$ and $\Phi(t)=\psi_{1}(t)$ for $t \in\left[\gamma_{1}^{*}, \gamma_{1}\right]$ where $\varphi_{1}(t)=t, \gamma_{1}^{*}=e, \psi_{1}(t)=e^{-(e-1)} e^{t}, \gamma_{1}=e+1$. Let us assume that we already constructed $\Phi(t)$ on the segment $\left[1, \gamma_{n}\right]$ and hence that $\Phi(t)=a_{n} e^{b_{n} t}$ on the last subsegment $\left[\gamma_{n}^{*}, \gamma_{n}\right]$ of the
segment $\left[\gamma_{n-1}, \gamma_{n}\right]$. Then we set $\varphi_{n+1}(t)=\alpha_{n+1}+\beta_{n+1} t$ where the parameters $\alpha_{n+1}$ and $\beta_{n+1}$ are found from the conditions $\varphi_{n+1}\left(\gamma_{n}\right)=\Phi\left(\gamma_{n}\right)$ and $\varphi_{n+1}^{\prime}\left(\gamma_{n}\right) \geq \Phi^{\prime}\left(\gamma_{n}-0\right)$, i.e., $\alpha_{n+1}+\beta_{n+1} \gamma_{n}=a_{n} e^{b_{n} \gamma_{n}}$ and $\beta_{n+1} \geq$ $a_{n} b_{n} e^{b_{n} \gamma_{n}}$. Let $\beta_{n+1}=a_{n} b_{n} e^{b_{n} \gamma_{n}}, \alpha_{n+1}=a_{n} e^{b_{n} \gamma_{n}}\left(1-b_{n} \gamma_{n}\right)$ and choose a large enough $\gamma_{n+1}^{*}>\gamma_{n}$ from the condition

$$
\begin{equation*}
\log \left(\alpha_{n+1}+\beta_{n+1} \gamma_{n+1}^{*}\right) \leq\left(1+\frac{1}{n}\right) \log \gamma_{n+1}^{*} \tag{13.17}
\end{equation*}
$$

and, finally, set $\Phi(t) \equiv \varphi_{n+1}(t)$ on $\left[\gamma_{n}, \gamma_{n+1}^{*}\right]$.
Next, we set $\psi_{n+1}(t)=a_{n+1} e^{b_{n+1} t}$ where parameters $a_{n+1}$ and $b_{n+1}$ are found from the conditions that $\psi_{n+1}\left(\gamma_{n+1}^{*}\right)=\varphi_{n+1}\left(\gamma_{n+1}^{*}\right)$ and $\psi_{n+1}^{\prime}\left(\gamma_{n+1}^{*}\right) \geq \varphi_{n+1}^{\prime}\left(\gamma_{n+1}^{*}\right)$, i.e.,

$$
\begin{equation*}
b_{n+1}=\frac{1}{\gamma_{n+1}^{*}} \log \frac{\alpha_{n+1}+\beta_{n+1} \gamma_{n+1}^{*}}{a_{n+1}} \tag{13.18}
\end{equation*}
$$

and, taking into account (13.18),

$$
\begin{equation*}
b_{n+1} \geq \frac{\beta_{n+1}}{\alpha_{n+1}+\beta_{n+1} \gamma_{n+1}^{*}} \tag{13.19}
\end{equation*}
$$

Note that (13.19) holds if we take small enough $a_{n+1}>0$ in (13.18). In addition, we may choose here $b_{n+1}>1$.

Now, let us choose a large enough $\gamma_{n+1}$ with $e^{-1} \gamma_{n+1} \geq \gamma_{n+1}^{*}$ from the condition that

$$
\begin{equation*}
\log \psi_{n+1}\left(e^{-1} \gamma_{n+1}\right) \geq e^{-1} \gamma_{n+1} \tag{13.20}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\log a_{n+1}+b_{n+1} e^{-1} \gamma_{n+1} \geq e^{-1} \gamma_{n+1} \tag{13.21}
\end{equation*}
$$

Note that (13.21) holds for all large enough $\gamma_{n+1}$ because $b_{n+1}>1$ although $\log a_{n+1}$ can be negative.

Setting $\Phi(t)=\psi_{n+1}(t)$ on the segment $\left[\gamma_{n+1}^{*}, \gamma_{n+1}\right]$, we have that

$$
\begin{equation*}
\log \Phi(t) \geq t \quad \forall t \in\left[e^{-1} \gamma_{n+1}, \gamma_{n+1}\right] \tag{13.22}
\end{equation*}
$$

where the subsegment $\left[e^{-1} \gamma_{n+1}, \gamma_{n+1}\right] \subseteq\left[\gamma_{n+1}^{*}, \gamma_{n+1}\right]$ has the logarithmic length 1.

Thus, (13.14) holds because by the construction $\Phi(t)$ is absolutely continuous, $\Phi(1)=1$ and $\Phi^{\prime}(t) \geq 1$ for all $t \in[1, \infty)$; the equality (13.12) holds by (13.22); (13.13) by (13.14) and (13.17); (13.16) by (13.22).

Remark 13.2. Taking in the above construction $\beta_{n+1}=1$ for all $n=1,2, \ldots, \alpha_{n+1}=b_{n} e^{b_{n} \gamma_{n}}-\gamma_{n}$ and arbitrary $\gamma_{n+1}^{*}>\gamma_{n+1}$ we obtain examples of absolutely continuous increasing functions $\Phi$ which are not convex but satisfy (13.12), as well as all the conditions (4.4)-(4.9) from Proposition 4.1, and (13.14).

The corresponding examples of non-decreasing functions $\Phi$ which are neither continuous, nor strictly monotone and nor convex in any neighborhood of $\infty$ but satisfy (13.12), as well as (4.4)-(4.9), and (13.14) are obtained in the above construction if we take $\beta_{n+1}=0$ and $\alpha_{n+1}>\gamma_{n}$ such that $\alpha_{n+1}>\Phi\left(\gamma_{n}\right)$ and $\Phi(t)=\alpha_{n+1}$ for all $t \in\left(\gamma_{n}, \gamma_{n+1}^{*}\right], \gamma_{n+1}^{*}=$ $\alpha_{n+1}$.

Proposition 13.1. Let $\Phi:[1, \infty) \rightarrow[1, \infty)$ be a locally integrable function such that

$$
\begin{equation*}
\int_{1}^{\infty} \log \Phi(t) \frac{d t}{t^{2}}=\infty \tag{13.23}
\end{equation*}
$$

Then

$$
\begin{equation*}
\limsup _{t \rightarrow \infty} \frac{\Phi(t)}{t^{\lambda}}=\infty \quad \forall \lambda \in \mathbb{R} \tag{13.24}
\end{equation*}
$$

Remark 13.3. In particular, (13.24) itself implies the relation (13.16). Indeed, we have from (13.24) that there exists a monotone sequence $t_{n} \rightarrow \infty$ as $n \rightarrow \infty$ such that

$$
\begin{equation*}
\Phi\left(t_{n}\right) \geq t_{n}^{n}, \quad n=1,2, \ldots \tag{13.25}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\frac{\log \Phi\left(t_{n}\right)}{\log t_{n}} \geq n, \quad n=1,2, \ldots \tag{13.26}
\end{equation*}
$$

Indeed, it is sufficient to consider the case $\lambda>0$. Set $H(t)=\log \Phi(t)$, i.e., $\Phi(t)=e^{H(t)}$. Note that $e^{x} \geq x^{n} / n$ ! for all $x \geq 0$ and $n=1,2 \ldots$, because $e^{x}=\sum_{n=0}^{\infty} x^{n} / n$ !. Fix $\lambda>0$ and $n>\lambda$. Then $q:=\lambda / n$ belongs to $(0,1)$ and

$$
\frac{H(t)}{t^{q}} \leq\left(\frac{\Phi(t)}{t^{\lambda}}\right)^{\frac{1}{n}} \cdot \sqrt[n]{n!}
$$

Let us assume that

$$
\begin{equation*}
C:=\limsup _{t \rightarrow \infty} \frac{\Phi(t)}{t^{\lambda}}<\infty \tag{13.27}
\end{equation*}
$$

Then

$$
\int_{\triangle}^{\infty} H(t) \frac{d t}{t^{2}}<2 \sqrt[n]{C n!} \int_{\triangle}^{\infty} \frac{d t}{t^{2-q}}=-\left.\frac{2}{1-q} \frac{\sqrt[n]{C n!}}{t^{1-q}}\right|_{\triangle} ^{\infty}=\frac{2}{1-q} \frac{\sqrt[n]{C n!}}{\triangle^{1-q}}<\infty
$$

for large enough $\triangle>1>0$. The latter contradicts (13.23). Hence the assumption (13.27) was not true and, thus, (13.24) holds for all $\lambda \in \mathbb{R}$.

Remark 13.4. Lemma 13.1 shows that, generally speaking, limsup in (13.24) cannot be replaced by lim for an arbitrary $\lambda>1$ under the condition (13.23) even if $\Phi$ is continuous, increasing and convex.
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