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We present the application of the strong approximation theorems to the study of weak convergence of products
of sums of positive random variables. We focus our attention on sequences of dependent random variables
such as associated and mixing sequences.
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1. Introduction

The study of weak convergence of products of sums of random variables originated in the paper
of Arnold and Villasefior [1] who considered asymptotic properties of sums of records and proved
that ,
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where S} is a partial sum of a sequence of i.i.d. random variables with the same exponential
distribution with mean parameter equal to one. Here and in the sequel N is a standard normal
random variable. This result may be equivalently written as
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The assumption on the particular distribution of the random variables was dropped by Rempata
and Wesolowski [7] who proved the following general result.

Theorem 1 Let (X,),cn be a sequence of i.i.d. positive and square integrable random variables.
Let us introduce the following notation: p = EX; > 0, 0* = Var(Xy), v = o/u and Sx =
X1+ -+ X, k=1,2,... . Then
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Remark 1 Equivalently, by taking logarithms, (1) may be written as follows
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The above result has attracted the attention of many researchers and there have appeared
several papers concerning the related problems (cf. [2-4,9] and [8]). It is a natural question if the
assumption of independence of random variables in Theorem 1 may be relaxed. As far as we know,
the only result in this direction was obtained by Liu and Lin [3] who considered ¢—mixing sequences.
In this paper we present a general method of proving analogues of Theorem 1 for weakly dependent
sequences. Our approach is based on the so-called strong approximation theorems (strong invariance
principle, Hungarian construction — cf. [6]). Under some appropriate conditions imposed on the
dependence structure of a weakly dependent sequence of random variables, the partial sums of the
sequence may be approximated by the Brownian motion. The results similar to Theorem 1 may
be obtained using this approximation. In order to present a uniform approach we shall assume
that strong approximation is possible with a certain rate of accuracy instead of imposing specific
dependence structures. The particular cases will be discussed in section 3 where we consider the
mixing sequences and the associated sequences which have recently been playing a very important
role in various areas of applied mathematics including mathematical physics. Associated random
variables are sometimes called random variables satisfying FKG inequalities and appearing in Ising
models of ferromagnets [5].

2. Main results
We begin with introducing the main condition, which will be used in the sequel.

Condition 1 Let (X,)nen be a sequence of positive random variables (r.v.’s) with the same means
E X, = p such that these r.v.’s may be redefined on some possibly richer probability space without
changing its distributions together with a Brownian motion B(t) in such a way that
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where
en(w)
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For independent random variables 02 = Var(X}). In the case of dependent random variables
Va'r'rgsn) and in the stationary case 02 = Var(Xy) + 2 > ies Cov(Xy, Xj).

— 0, almost surely as n — oo.

usually 02 = lim, oo

Remark 2 The condition (3) is satisfied if the r.v.’s are i.i.d. with E|X [P < co and p > 2, then
we have even
en(w)
nl/l’)

— 0, almost surely as n — oo.
Unfortunately if we assume only the second moments to be finite, then we have
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which is not sufficient for further considerations.
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We shall show that the r.v.’s log (S ) may be approximated by

n

Lemma 1 Under Condition 1 we have (with v=oc/u)
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we have used the following inequality |log(l + z) — z| < 22% which holds for |z| < 1/2. From (3)
it follows that the SLLN holds i.e. 2= — ( almost surely thus Ij|su=n

It means that [ [
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for any sequence a,, (random or nonrandom). Thus we get /nA; — 0 almost surely. Further let
us observe that
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by using the inequality (a + b)? < 2(a® + b?), thus
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where we used (3) and the law of the iterated logarithm for Brownian motion. Now we see that
by (3)
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Theorem 2 Under Condition 1 we have:
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from (3) 5\/—’“— — 0 almost surely, > 7_, \/— ~ +/n, thus \/Lﬁ S ohet #E_\/k% — 0 almost surely (by
Toeplitz lemma). So that
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Our main result concerning convergence of products of sums will be formulated in the following
theorem.

Theorem 3 Under Condition 1 we have:

equivalently

Proof. By Lemma 1 we have
1 1 Sk 1 « B(k =
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and the conclusion follows by the same argument as in the proof of Theorem 2. m

3. Examples

Let us recall that random variables X7, ..., X,, are associated if, for any coordinatewise non-
decreasing functions f,g: R™ — R,

Cov(f(Xy,...,Xn),9(X1,...,X,)) =0,

whenever this covariance exists. A sequence (X,,),, .y is called associated if its every finite subcol-
lection is associated. Let us note that independent random variables are associated, the increasing
functions of associated variables are associated, the positively correlated gaussian random variables
and random variables with MT P, densities are associated. Furthermore, associated and uncorre-
lated variables are independent. The following Cox—Grimmett coefficient is often used

u(n) = sup Z Cov(X;, X).
k21
Jili—k|Zn
The following strong invariance principle was proved by Yu [10].

Theorem 4 Let (X,,) be a sequence of centered associated random variables. Assume

neN
sup E|X,|*™" < +oo, for some r >0, (4)
n>1
. Ry
n>1f}£>1E(5n+k Sk)*/n >0, (5)
u(n) = O(e™*"), for some A > 0. (6)

Then, without changing its distribution we can redefine the sequence (Xy),cn on a richer prob-
ability space together with a standard Brownian motion process B(t), t = 0 such that, for some
e>0

S, — B(Var(S,)) = O(n'/?7%) almost surely. (7)
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Convergence of products of sums

Using this theorem and our Theorem 3 we shall prove the following result concerning the
convergence of products of sums of associated random variables.

Theorem 5 Let (X,,),cn be a sequence of associated random variables. Assume that the random
variables are positive and have got the same distributions, furthermore (4), (6) are satisfied and

o0
Z Var(Sn) _ 02| < +oo, for some o > 0. (8)
n=1 n
Then
(Lk:l Sk) LR N2 s n — oo, (9)
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where p = EX,, and v =0o/p.

Proof. The assumptions of Theorem 4 are satisfied by the sequence (X, — p),, - To check (5)
observe that the random variables have the same variances and are nonnegatively correlated, thus

E(Snsr — Sk)?/n = Var(X;) > 0. (10)

To verify Condition 1 let us observe that

1 (Sn —np B(n)) _ Sn—np—BVar(S,)) N B(Var(Sy,)) — oB(n) (1)
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the first term tends to 0 almost surely by (7), while w

V'"T(S") — 02| and converges to 0 almost surely by (8).

is a sequence of zero mean

Gaussian random variables with variances }
The conclusion now follows from Theorem 3. m

Similar arguments based on Theorem 4.1 from [6] yield the following result for ¢-mixing
sequences. It may be compared with the result by Liu and Lin [3] but does not involve self—
normalization.

Theorem 6 Let (X,),.y be a strictly stationary sequence of ¢p—miving positive random variables
with 307 | ¢1/2(n) < +o0, EX1 = pu > 0, E|X1|**% < +oo, for some § > 0, then (9) holds with
v =0/ and 0 = lim,,_.o, Var(S,)/n > 0.

By using different strong approximation theorems we may also prove similar results for other
types of mixing sequences in the non—stationary case omitting technical details.
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[0 3acToCcyBaHHS CUIbHOT anpoKcUMauii 4,0 BUBYEHHSA cnabkoi
30iXXHOCTI fOOYTKIB CyM 3aneXHUX BUNaaKoBUX BeJIUYUH

P.MaTtyna, |.CteneHb

IHcTUTYT MaTematuku, YHiBepcuteT Mapii Kiopi-Cknonoscbkoi, JTo6niH, MonbLya

Otpumano 31 ciyHg 2008 p.

Mwu npeacTaBnaseEMO 3aCTOCYBaHHS TEOPEM MPO CUJIbHY anpOKCUMMALLII0 B AOCTIAXKEHHI Cnabkoi 36ixXHOCTI
DOOYTKIB CyM [0AATHIX BUNAAKOBUX BENNHYUH. Mr 30cepei)kyeMOo Hallly yBary Ha NOoCiJOBHOCTSX 3aex-
HUX BUMAAKOBUX BENMYNH, 30KPEMA Ha acoLiioBaHMX MOCNIAOBHOCTSAX i MOCNIAOBHOCTSAX 3 NEPEMILLYBaH-
HAM.

Kniou4oBi cnoea: csabka 36kHICTb, CuibHa arnpoKcuMaLlis, 3anexHi BUNaakoBi BeINYNHN

PACS: 02.50.Cw
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