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## 1. Introduction

In the late 1950s L. Faddeev [1] developed a scattering theory for the onedimensional Schrödinder equation

$$
\begin{equation*}
-y^{\prime \prime}+q(x) y=\lambda^{2} y \tag{1.1}
\end{equation*}
$$

under the following assumption on the potential $q$

$$
\begin{equation*}
\int_{-\infty}^{\infty}(1+|x|)|q(x)| d x<\infty \tag{1.2}
\end{equation*}
$$

In 1979 Deift and Trubowitz [2] found a gap in Faddeev's construction and analyzed completely the case of potentials with a finite second moment

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left(1+x^{2}\right)|q(x)| d x<\infty \tag{1.3}
\end{equation*}
$$

As it turned out, they were unaware of the book [3] by V.A. Marchenko where he had given a correct proof of Faddeev's theorem for the class of potentials (1.2). That is why we call (1.2) the Faddeev-Marchenko condition.

In the mid 1970s Guseinov [4, 5] suggested a discrete version of the FaddeevMarchenko theory for Jacobi matrices

$$
\begin{equation*}
a_{n-1} y_{n-1}+b_{n} y_{n}+a_{n} y_{n+1}=(\lambda+1 / \lambda) y_{n} \tag{1.4}
\end{equation*}
$$

under the condition

$$
\begin{equation*}
\sum_{n=0}^{\infty} n\left(\left|a_{n}-1\right|+\left|b_{n}\right|\right)<\infty . \tag{1.5}
\end{equation*}
$$

We say that a Jacobi matrix $J=J\left(\left\{a_{n}\right\},\left\{b_{n}\right\}\right)$ belongs to Guseinov's class $(G)$ if its parameters satisfy (1.5).

In his recent papers [6-8] and PhD thesis [9] E. Ryckman came up with a new class of Jacobi matrices for which a complete spectral description is available. Moreover, this class extends Guseinov's class (see Prop. 3.3 below).

Let us write

$$
\beta=\left\{\beta_{n}\right\} \in \ell_{s}^{2} \quad \text { if } \quad\|\beta\|_{\ell_{s}^{2}}^{2}:=\sum_{n}|n|^{s}\left|\beta_{n}\right|^{2}<\infty .
$$

Definition 1.1. A Jacobi matrix is said to be in Ryckman's class $(R)$, or $a, b \in(R)$, if the series $\sum_{n}\left(a_{n}^{2}-1\right)$ and $\sum_{n} b_{n}$ are conditionally summable, and

$$
\lambda_{n}:=-\sum_{k=n+1}^{\infty} b_{k} \in \ell_{1}^{2}, \quad \kappa_{n}:=-\sum_{k=n+1}^{\infty}\left(a_{k}^{2}-1\right) \in \ell_{1}^{2} .
$$

Ryckman's argument is based on two main ingredients. First, he shows that under an appropriate Szegő transform the spectral measures of the class ( $R$ ) correspond to measures $\mu$ on the unit circle that are from the B. GolinskiiIbragimov (GI) class:

$$
\sum_{n=1}^{\infty} n\left|\alpha_{n}\right|^{2}<\infty,
$$

where $\alpha_{n}$ are the Verblunsky parameters of $\mu$. The second step in Ryckman's argument is the Strong Szegő theorem, which provides a complete spectral characteristic of (GI) class.

A problem we address in this note is to find the class of measures on the unit circle that corresponds to Guseinov's class (1.5) under an appropriate Szegő transform. It turns out that this class is described as follows.

Definition 1.2. We say that $\mu \in(K)\left(\right.$ or $\left.\alpha=\left\{\alpha_{n}\right\} \in(K)\right)$ if

$$
\begin{equation*}
\alpha_{n} \rightarrow 0 \quad \text { and } \quad \sum_{n=0}^{\infty} n\left|\alpha_{n+2}-\alpha_{n}\right|<\infty . \tag{1.6}
\end{equation*}
$$

$(\mathrm{K})$ is a proper subclass of (GI) class, and it solves the above problem.
Ryckman also studies the class of Jacobi matrices with $\left\{\lambda_{n}\right\},\left\{\kappa_{n}\right\} \in \ell_{1}^{2} \cap \ell^{1}$ and shows that the corresponding class of measures on the unit circle satisfies $\left\{\alpha_{n}\right\} \in \ell_{1}^{2} \cap \ell^{1}$. It is an open problem to characterize a class of Jacobi matrices which corresponds in this sense to the whole Baxter's class $\left\{\alpha_{n}\right\} \in \ell^{1}$.

Note that the scattering theory for orthogonal polynomials on the unit circle (CMV matrices in the modern terminology) and for Jacobi matrices was suggested by Geronimo and Case in [10] for Baxter's class, and in [11], for Guseinov's class.

## 2. Classes of Verblunsky Parameters

Theorem 2.1 (Szegő). Let $\mu$ be a nontrivial probability measure on $\mathbb{T}$ with Verblunsky parameters $\left\{\alpha_{n}\right\},\left|\alpha_{n}\right|<1$. Then

$$
\sum_{n=0}^{\infty}\left|\alpha_{n}\right|^{2}<\infty
$$

if and only if $\mu(d t)=w(t) m(d t), m(d t)$ the normalized Lebesgue measure on $\mathbb{T}$, with $\log w \in L^{1}$.

Theorem 2.2 (B. Golinskii-Ibragimov's version of the Strong Szegő theorem). Let $\mu$ be a nontrivial probability measure on $\mathbb{T}$ with the Verblunsky parameters $\left\{\alpha_{n}\right\},\left|\alpha_{n}\right|<1$. The following assertions are equivalent:

1. $\alpha \in \ell_{1}^{2}$, i.e.,

$$
\sum_{n=0}^{\infty} n\left|\alpha_{n}\right|^{2}<\infty
$$

2. $\mu(d t)=w(t) m(d t)$ with $\widehat{\log w} \in \ell_{1}^{2}$. Here $\hat{f}$ is a sequence of Fourier coefficients of a function $f$.

Proposition 2.3. $\alpha \in(K) \Longrightarrow \alpha \in \ell_{1}^{2}$.
Proof. The claim will be proved separately for even and odd $n$ 's. So we want to show that

$$
c_{n} \rightarrow 0 \quad \text { and } \quad \sum_{n=1}^{\infty} n\left|c_{n+1}-c_{n}\right|<\infty \Longrightarrow \sum_{n=1}^{\infty} n\left|c_{n}\right|^{2}<\infty
$$

We have that

$$
\begin{aligned}
& \sum_{n=1}^{\infty} n\left|c_{n}\right|^{2}=\sum_{n=1}^{\infty} n\left|\sum_{k=n}^{\infty}\left(c_{k+1}-c_{k}\right)\right|^{2} \leq \sum_{n=1}^{\infty} n\left(\sum_{k=n}^{\infty}\left|c_{k+1}-c_{k}\right|\right)^{2} \\
= & \sum_{n=1}^{\infty} n\left(\sum_{k=n}^{\infty}\left|c_{k+1}-c_{k}\right|\right)\left(\sum_{l=n}^{\infty}\left|c_{l+1}-c_{l}\right|\right)=\sum_{n=1}^{\infty} \sum_{k=n}^{\infty} \sum_{l=n}^{\infty} n\left|c_{k+1}-c_{k}\right|\left|c_{l+1}-c_{l}\right| \\
\leq & \sum_{n=1}^{\infty} \sum_{k=n}^{\infty} \sum_{l=n}^{\infty} l\left|c_{k+1}-c_{k}\right|\left|c_{l+1}-c_{l}\right| \leq \sum_{n=1}^{\infty} \sum_{k=n}^{\infty} \sum_{l=1}^{\infty} l\left|c_{k+1}-c_{k}\right|\left|c_{l+1}-c_{l}\right| \\
= & \sum_{k=1}^{\infty} \sum_{n=1}^{k} \sum_{l=1}^{\infty} l\left|c_{k+1}-c_{k}\right|\left|c_{l+1}-c_{l}\right|=\sum_{k=1}^{\infty} k \sum_{l=1}^{\infty} l\left|c_{k+1}-c_{k}\right|\left|c_{l+1}-c_{l}\right| \\
= & \left(\sum_{k=1}^{\infty} k\left|c_{k+1}-c_{k}\right|\right)^{2} .
\end{aligned}
$$

It is easy to see that also $\alpha \in(K) \Longrightarrow \alpha \in \ell^{1}$. Indeed,

$$
\left|\alpha_{n}\right|=\left|\sum_{k=n}^{\infty}\left(\alpha_{k}-\alpha_{k+2}\right)\right|
$$

and so

$$
\sum_{n=0}^{\infty}\left|\alpha_{n}\right| \leq \sum_{n=0}^{\infty} n\left|\alpha_{n}-\alpha_{n+2}\right|
$$

Hence $(K) \subset \ell_{1}^{2} \cap \ell^{1}$. Obviously, the inclusion is proper.

## 3. Classes of Jacobi Parameters

Definition 3.1. We say that $a, b \in(S)$ if

$$
\sum_{n=0}^{\infty}\left(\left|a_{n}-1\right|^{2}+\left|b_{n}\right|^{2}\right)<\infty
$$

We say that $a, b \in(R)$ if

$$
\sum_{n=0}^{\infty} n\left|\sum_{k=n}^{\infty}\left(a_{k}-1\right)\right|^{2}<\infty, \quad \sum_{n=0}^{\infty} n\left|\sum_{k=n}^{\infty} b_{k}\right|^{2}<\infty
$$

We say that $a, b \in(G)$ if

$$
\sum_{n=0}^{\infty} n\left(\left|a_{n}-1\right|+\left|b_{n}\right|\right)<\infty
$$

Proposition 3.2. In Definition 3.1 one can everywhere equivalently replace $a_{n}-1$ with $a_{n}^{2}-1$.

Proof. It is obvious for (S) and (G), we prove it for (R). Assume that

$$
\sum_{n=0}^{\infty} n\left|\sum_{k=n}^{\infty}\left(a_{k}-1\right)\right|^{2}<\infty
$$

Define $c_{n}$ as

$$
\begin{equation*}
c_{n}=\sum_{k=n}^{\infty}\left(a_{k}-1\right) \tag{3.1}
\end{equation*}
$$

By assumption $c_{n} \in \ell_{1}^{2}$. Then $a_{n}-1=c_{n}-c_{n+1} \in \ell_{1}^{2}$. Define $d_{n}$ as

$$
d_{n}=\sum_{k=n}^{\infty}\left(a_{k}-1\right)^{2}
$$

Then, by Lemma 2.4 of $[7], d_{n} \in \ell_{1}^{2}$. Therefore,

$$
f_{n}=\sum_{k=n}^{\infty}\left(a_{k}^{2}-1\right)=d_{n}+2 c_{n} \in \ell_{1}^{2}
$$

In other words,

$$
\sum_{n=0}^{\infty} n\left|\sum_{k=n}^{\infty}\left(a_{k}^{2}-1\right)\right|^{2}<\infty
$$

Conversely, assume that

$$
\sum_{n=0}^{\infty} n\left|\sum_{k=n}^{\infty}\left(a_{k}^{2}-1\right)\right|^{2}<\infty
$$

Define $f_{n}$ as

$$
f_{n}=\sum_{k=n}^{\infty}\left(a_{k}^{2}-1\right)
$$

By assumption $f_{n} \in \ell_{1}^{2}$. Then $a_{n}^{2}-1=f_{n}-f_{n+1} \in \ell_{1}^{2}$. By Lemma 2.4 of [7],

$$
\sum_{k=n}^{\infty}\left(a_{k}^{2}-1\right)^{2} \in \ell_{1}^{2}
$$

Since

$$
d_{n}:=\sum_{k=n}^{\infty}\left(a_{k}-1\right)^{2}<\sum_{k=n}^{\infty}\left(a_{k}-1\right)^{2}\left(a_{k}+1\right)^{2}=\sum_{k=n}^{\infty}\left(a_{k}^{2}-1\right)^{2} \in \ell_{1}^{2}
$$

we get that $d_{n} \in \ell_{1}^{2}$. Therefore,

$$
c_{n}:=\sum_{k=n}^{\infty}\left(a_{k}-1\right)=\frac{1}{2}\left(f_{n}-d_{n}\right) \in \ell_{1}^{2}
$$

In other words,

$$
\sum_{n=0}^{\infty} n\left|\sum_{k=n}^{\infty}\left(a_{k}-1\right)\right|^{2}<\infty
$$

Proposition 3.3. $a, b \in(G) \Longrightarrow a, b \in(R) \Longrightarrow a, b \in(S)$.
Proof. The proof of the first implication is similar to the proof of Proposition 2.3 above. To prove the second implication take $c_{n}$ (3.1). By (R) $c_{n} \in \ell_{1}^{2}$; therefore,

$$
a_{n}-1=c_{n}-c_{n+1} \in \ell_{1}^{2}
$$

Then $a_{n}-1 \in \ell^{2}$, which means (S). The proof for $b_{n}$ is similar.

## 4. Direct Geronimus Relations

We assume that

$$
w(\bar{t})=w(t), \quad|t|=1,
$$

or equivalently, all Verblunsky parameters $\alpha_{n}$ are real numbers, and we assume that

$$
w(t) m(d t)=w(t) \frac{d t}{2 \pi i t}
$$

is a probability measure on $\mathbb{T}$. The image measure (on $[-2,2]$ ) of this measure under the mapping $x=t+\frac{1}{t}$ is

$$
\begin{equation*}
w(t(x)) \frac{d x}{\pi \sqrt{4-x^{2}}} . \tag{4.1}
\end{equation*}
$$

Therefore, it is also a probability measure on $[-2,2]$.
For $\gamma_{1}, \gamma_{2}= \pm 1$ we define four measures on $[-2,2]$

$$
\begin{aligned}
\rho(x) d x & =c\left(\gamma_{1}, \gamma_{2}, w\right) w(t(x)) \sqrt{(2-x)^{\gamma_{1}}} \sqrt{(2+x)^{\gamma_{2}}} d x \\
& =c\left(\gamma_{1}, \gamma_{2}, w\right) w(t(x)) \sqrt{(2-x)^{\gamma_{1}+1}} \sqrt{(2+x)^{\gamma_{2}+1}} \frac{d x}{\sqrt{4-x^{2}}},
\end{aligned}
$$

where the constants $c\left(\gamma_{1}, \gamma_{2}, w\right)$ are chosen such that the measures are probability measures. The later is possible since the measures are finite. For instance, if $\gamma_{1}=\gamma_{2}=-1$ and $c=\frac{1}{\pi}$, we get the above image measure (4.1). These four transforms are called the Szegő transforms.

The following equalities are known as the direct Geronimus relations (cf., [12, Ths. 13.1.7 and 13.2.1]).

Proposition 4.1 (Direct Geronimus Relations). Jacobi parameters $a_{n}$ and $b_{n}$ of the measure $\rho(x) d x$ are expressed in terms of the Verblunsky parameters of the measure $w(t) m(d t)$ as follows:

In the case $\gamma_{1}=\gamma_{2}=-1$ they are

$$
\begin{aligned}
{\left[a_{n+1}^{(e)}\right]^{2} } & =\left(1-\alpha_{2 n-1}\right)\left(1-\alpha_{2 n}^{2}\right)\left(1+\alpha_{2 n+1}\right), \\
b_{n+1}^{(e)} & =\left(1-\alpha_{2 n-1}\right) \alpha_{2 n}-\left(1+\alpha_{2 n-1}\right) \alpha_{2 n-2} .
\end{aligned}
$$

In the case $\gamma_{1}=\gamma_{2}=1$ they are

$$
\begin{aligned}
{\left[a_{n+1}^{(o)}\right]^{2} } & =\left(1+\alpha_{2 n+1}\right)\left(1-\alpha_{2 n+2}^{2}\right)\left(1-\alpha_{2 n+3}\right), \\
b_{n+1}^{(o)} & =-\left(1+\alpha_{2 n+1}\right) \alpha_{2 n+2}+\left(1-\alpha_{2 n+1}\right) \alpha_{2 n} .
\end{aligned}
$$

In the case $\gamma_{1}=-\gamma_{2}= \pm 1$ they are

$$
\begin{aligned}
{\left[a_{n+1}^{( \pm)}\right]^{2} } & =\left(1 \pm \alpha_{2 n}\right)\left(1-\alpha_{2 n+1}^{2}\right)\left(1 \mp \alpha_{2 n+2}\right), \\
b_{n+1}^{( \pm)} & =\mp\left(1 \pm \alpha_{2 n}\right) \alpha_{2 n+1}- \pm\left(1 \mp \alpha_{2 n}\right) \alpha_{2 n-1} .
\end{aligned}
$$

Here $n=0,1, \ldots, \alpha_{-1}=-1$.

## Proposition 4.2.

$$
\begin{aligned}
\alpha \in \ell_{1}^{2} & \Longrightarrow a, b \in(R), \\
\alpha \in(K) & \Longrightarrow a, b \in(G) .
\end{aligned}
$$

Proof. We consider case (e), other ones are similar. By Proposition 4.1

$$
\begin{aligned}
{\left[a_{n+1}^{(e)}\right]^{2} } & =\left(1-\alpha_{2 n-1}\right)\left(1-\alpha_{2 n}^{2}\right)\left(1+\alpha_{2 n+1}\right)=1-\alpha_{2 n-1}+\alpha_{2 n+1} \\
& -\alpha_{2 n}^{2}-\alpha_{2 n-1} \alpha_{2 n+1}+\alpha_{2 n-1} \alpha_{2 n}^{2}-\alpha_{2 n+1} \alpha_{2 n}^{2}+\alpha_{2 n-1} \alpha_{2 n}^{2} \alpha_{2 n+1} .
\end{aligned}
$$

Let $\alpha_{n} \in \ell_{1}^{2}$. Consider

$$
\sum_{k=n}^{\infty}\left(a_{k+1}^{2}-1\right)=-\alpha_{2 n-1}+\sum_{k=n}^{\infty} \ldots
$$

All terms in the sum on the right are either "quadratic" in $\alpha$ or dominated by terms "quadratic" in $\alpha$. By Lemma 2.4 of [ 7$]$, the sequence on the right is in $\ell_{1}^{2}$. Therefore,

$$
\sum_{k=n}^{\infty}\left(a_{k+1}^{2}-1\right) \in \ell_{1}^{2}
$$

meaning that $a_{n} \in(R)$.
Let $\alpha_{n} \in(K)$, then

$$
\begin{aligned}
\left|a_{n+1}^{2}-1\right| & \leq\left|-\alpha_{2 n-1}+\alpha_{2 n+1}\right| \\
& +\left|\alpha_{2 n}\right|^{2}+\left|\alpha_{2 n-1} \alpha_{2 n+1}\right|+\left|\alpha_{2 n-1}-\alpha_{2 n+1}\right|\left|\alpha_{2 n}\right|^{2}+\left|\alpha_{2 n-1} \alpha_{2 n}^{2} \alpha_{2 n+1}\right| \\
& \leq C\left(\left|-\alpha_{2 n-1}+\alpha_{2 n+1}\right|+\left|\alpha_{2 n}\right|^{2}+\left|\alpha_{2 n-1}\right|^{2}+\left|\alpha_{2 n+1}\right|^{2}\right) .
\end{aligned}
$$

By Proposition $2.3 \alpha \in(K) \Longrightarrow \alpha \in \ell_{1}^{2}$. Therefore, $a_{n} \in(G)$.
The proofs for $b_{n}$ are similar.

## 5. Inverse Geronimus Relations

Since there are four direct Szegő transforms (Geronimus relations), there are, respectively, four inverse Szegő transforms (inverse Geronimus relations).

Proposition 5.1 (Inverse Geronimus Relations). Let the spectrum of $J \sigma(J) \subseteq$ $[-2,2]$. Let $P_{n}$ and $Q_{n}$ be the monic orthogonal polynomials of the first and the second kind, respectively, for $J$ with the parameters $a_{n}$ and $b_{n}$. We define $F_{n}( \pm 2)$ as follows:

- for the case (e)

$$
R_{n}(-2)=P_{n}(-2), \quad R_{n}(2)=P_{n}(2) ;
$$

- for the case (o)

$$
R_{n}(-2)=P_{n}(-2)+\frac{Q_{n}(-2)}{m(-2)}, \quad R_{n}(2)=P_{n}(2)+\frac{Q_{n}(2)}{m(2)} ;
$$

- for the case (+)

$$
R_{n}(-2)=P_{n}(-2), \quad R_{n}(2)=P_{n}(2)+\frac{Q_{n}(2)}{m(2)}
$$

- for the case (-)

$$
R_{n}(-2)=P_{n}(-2)+\frac{Q_{n}(-2)}{m(-2)}, \quad R_{n}(2)=P_{n}(2) .
$$

We define

$$
A_{n}=-\frac{R_{n+1}(-2)}{R_{n}(-2)}, \quad B_{n}=\frac{R_{n+1}(2)}{R_{n}(2)} .
$$

Then $\alpha_{n}$ for the inverse Geronimus relations are computed as follows:

- for the case (e)

$$
\alpha_{2 n}=\frac{A_{n}-B_{n}}{A_{n}+B_{n}}, \quad \alpha_{2 n-1}=1-\frac{A_{n}+B_{n}}{2} ;
$$

- for the case (o)

$$
-\alpha_{2 n+2}=\frac{A_{n}-B_{n}}{A_{n}+B_{n}}, \quad-\alpha_{2 n+1}=1-\frac{A_{n}+B_{n}}{2} ;
$$

- for the case (+)

$$
-\alpha_{2 n+1}=\frac{A_{n}-B_{n}}{A_{n}+B_{n}}, \quad-\alpha_{2 n}=1-\frac{A_{n}+B_{n}}{2}
$$

- for the case (-)

$$
\alpha_{2 n+1}=\frac{A_{n}-B_{n}}{A_{n}+B_{n}}, \quad \alpha_{2 n}=1-\frac{A_{n}+B_{n}}{2}
$$

We define the "right" inverse Szego" transform by following Ryckman.
Definition 5.2. Let $m(z)$ be the $m$-function of a Jacobi matrix $J$ :

$$
m(z)=\int_{-2}^{2} \frac{\rho(x) d x}{x-z}
$$

The "right" inverse Szego" transform for the $J$ is

- (e) if both $m(-2)$ and $m(2)$ are infinite,
- (o) if both $m(-2)$ and $m(2)$ are finite,
- $(+)$ if $m(-2)$ is infinite and $m(2)$ is finite,
- (-) if $m(-2)$ is finite and $m(2)$ is infinite.

Remark 5.3. In what follows we will use the function

$$
F_{n}(z):=P_{n}(z)+\frac{Q_{n}(z)}{m(z)}
$$

In general,

$$
\begin{equation*}
R_{n}( \pm 2) \neq F_{n}( \pm 2) . \tag{5.1}
\end{equation*}
$$

However, for the "right" inverse Szego" transform

$$
R_{n}( \pm 2)=F_{n}( \pm 2) .
$$

Theorem 5.4. Let $a, b$ be Jacobi parameters such that the corresponding Jacobi matrix does not have a discrete spectrum, then

$$
\begin{aligned}
& a, b \in(R) \Longrightarrow \alpha \in \ell_{1}^{2} \\
& a, b \in(G) \Longrightarrow \alpha \in(K)
\end{aligned}
$$

where $\alpha$ are defined by the "right" inverse Szego" transform.

Remark 5.5. The first implication was proved by E. Ryckman in [7, 8] (Cor. 5.8 below), the second is a result of this note. As it was shown in [5] for the class $(G)$ and in $[7]$, for the class $(R)$, a Jacobi matrix of the classes may have at most finitely many eigenvalues outside $[-2,2]$. To apply the inverse Szegő transform we need to assume that there is no discrete spectrum.

Remark 5.6. The following example from B. Simon's book [12] (Example 13.1.3 Revisited on page 876) shows that the assertion of Theorem 5.4 may fail if one chooses an inverse Szegő transform, which is not the "right" one. Namely, let $a_{n}=1, b_{n}=0$ for $n \geq 1$. Then the spectral measure and $m$-function are

$$
\rho(d x)=\frac{\sqrt{4-x^{2}}}{2 \pi} \chi_{[-2,2]} d x, \quad m(z)=\frac{\sqrt{z^{2}-4}-z}{2} .
$$

Therefore, both $m( \pm 2)$ are finite. In this case the "right" inverse Szegő transform is $(o)$, and the corresponding $\alpha_{n}=0$ is in $(K)$.

For this example ( $e$ ) is not the "right" inverse Szegő transform, the corresponding sequence of Verblunsky parameters $\alpha_{2 n}=0, \alpha_{2 n-1}=-(n+1)^{-1}$, $n \geq 0$, is not in $\ell_{1}^{2}$.

The key tool in proving Theorem 5.4 is the following asymptotics of the so-called small solution of the Jacobi equation.

Theorem 5.7 (E. Ryckman [7, 8]). Let

$$
F_{n}(z)=P_{n}(z)+\frac{Q_{n}(z)}{m(z)},
$$

where $P_{n}$ and $Q_{n}$ are as above. In other words, $F_{n}(z)$ is a solution of the equation

$$
\begin{equation*}
F_{k+1}(z)+\left(b_{k+1}-z\right) F_{k}(z)+a_{k}^{2} F_{k-1}(z)=0 \tag{5.2}
\end{equation*}
$$

with the initial conditions

$$
F_{-1}(z)=-\frac{1}{m(z)}, \quad F_{0}(z)=1 .
$$

Let $a, b \in(R)$, then

$$
\frac{F_{k}( \pm 2)}{F_{k-1}( \pm 2)}= \pm 1+\epsilon_{k}( \pm 2), \quad \epsilon_{k}( \pm 2) \in \ell_{1}^{2}
$$

Corollary 5.8 (E. Ryckman $[7,8]$ ). Let $a, b \in(R)$, then

$$
\alpha_{n} \in \ell_{1}^{2},
$$

where $\alpha_{n}$ are defined by the "right" inverse Szego" transform.

Proof. Since we use the "right" inverse Szegő transform, (5.1) holds and we have, by Theorem 5.7, that

$$
A_{n}=-\frac{R_{n+1}(-2)}{R_{n}(-2)}=-\frac{F_{n+1}(-2)}{F_{n}(-2)}=1+\ell_{1}^{2}
$$

and

$$
B_{n}=\frac{R_{n+1}(2)}{R_{n}(2)}=\frac{F_{n+1}(2)}{F_{n}(2)}=1+\ell_{1}^{2} .
$$

Hence, $A_{n}-B_{n}$ and $1-\frac{1}{2}\left(A_{n}+B_{n}\right)$ are in $\ell_{1}^{2}$. By the inverse Geronimus relations we get that $\alpha_{n} \in \ell_{1}^{2}$, (which is verified separately for even and odd indices).

We will prove the second assertion in Theorem 5.4 as a corollary of the next proposition.

Proposition 5.9. Let $a, b \in(G)$, then

$$
\begin{equation*}
\frac{F_{k}( \pm 2)}{F_{k-1}( \pm 2)}= \pm 1+\epsilon_{k}( \pm 2) \tag{5.3}
\end{equation*}
$$

where

$$
\sum_{k=0}^{\infty} k\left|\epsilon_{k}( \pm 2)-\epsilon_{k+1}( \pm 2)\right|<\infty
$$

Proof. We show it for $z=2$; for $z=-2$ the proof is analogous. We use again equation (5.2). From there we have

$$
\begin{equation*}
\frac{F_{k+1}(z)}{F_{k}(z)}+\left(b_{k+1}-z\right)+a_{k}^{2} \frac{F_{k-1}(z)}{F_{k}(z)}=0 . \tag{5.4}
\end{equation*}
$$

We substitute (5.3) into (5.4) to get

$$
\left(1+\epsilon_{k+1}\right)+\left(b_{k+1}-2\right)+a_{k}^{2} \frac{1}{1+\epsilon_{k}}=0 .
$$

Transform it

$$
\begin{gathered}
\left(1+\epsilon_{k+1}\right)+\left(b_{k+1}-2\right)+a_{k}^{2}\left(1-\epsilon_{k}+\frac{\epsilon_{k}^{2}}{1+\epsilon_{k}}\right)=0 \\
\left(1+\epsilon_{k+1}\right)+\left(b_{k+1}-2\right)+\left(1-\epsilon_{k}+\frac{\epsilon_{k}^{2}}{1+\epsilon_{k}}\right)+\left(a_{k}^{2}-1\right)\left(1-\epsilon_{k}+\frac{\epsilon_{k}^{2}}{1+\epsilon_{k}}\right)=0
\end{gathered}
$$

Since $\epsilon_{k} \rightarrow 0$, we get from here that

$$
\left|\epsilon_{k+1}-\epsilon_{k}\right| \leq C\left(\left|b_{k+1}\right|+\left|\epsilon_{k}\right|^{2}+\left|a_{k}^{2}-1\right|\right) .
$$

By assumption, $a, b \in(G)$, then, by Proposition $3.3, a, b \in(R)$. Therefore, by Theorem 5.7, $\epsilon_{k} \in \ell_{1}^{2}$ Hence, we get

$$
\sum_{k=0}^{\infty} k\left|\epsilon_{k+1}-\epsilon_{k}\right|<\infty .
$$

Proof (of the second assertion in Theorem 5.4). As in Corollary 5.8

$$
A_{n}=-\frac{R_{n+1}(-2)}{R_{n}(-2)}=-\frac{F_{n+1}(-2)}{F_{n}(-2)}=-1+\epsilon_{n+1}(-2)
$$

and

$$
B_{n}=\frac{R_{n+1}(2)}{R_{n}(2)}=\frac{F_{n+1}(2)}{F_{n}(2)}=1+\epsilon_{n+1}(2) .
$$

Therefore,

$$
A_{n}-A_{n-1}=\epsilon_{n+1}(-2)-\epsilon_{n}(-2), \quad B_{n}-B_{n-1}=\epsilon_{n+1}(2)-\epsilon_{n}(2) .
$$

Hence, by Proposition 5.9,

$$
\sum_{n=0}^{\infty} n\left(\left|A_{n}-A_{n-1}\right|+\left|B_{n}-B_{n-1}\right|\right)<\infty
$$

Consider

$$
\begin{aligned}
& \left|\frac{A_{n+1}-B_{n+1}}{A_{n+1}+B_{n+1}}-\frac{A_{n}-B_{n}}{A_{n}+B_{n}}\right|=2\left|\frac{A_{n+1} B_{n}-A_{n} B_{n+1}}{\left(A_{n+1}+B_{n+1}\right)\left(A_{n}+B_{n}\right)}\right| \\
= & 2\left|\frac{\left(A_{n+1}-A_{n}\right) B_{n}-A_{n}\left(B_{n+1}-B_{n}\right)}{\left(A_{n+1}+B_{n+1}\right)\left(A_{n}+B_{n}\right)}\right| \\
\leq & C\left(\left|A_{n+1}-A_{n}\right|+\left|B_{n+1}-B_{n}\right|\right) .
\end{aligned}
$$

Also

$$
\left|\left(1-\frac{A_{n}+B_{n}}{2}\right)-\left(1-\frac{A_{n}+B_{n}}{2}\right)\right| \leq C\left(\left|A_{n+1}-A_{n}\right|+\left|B_{n+1}-B_{n}\right|\right) .
$$

Hence, by Inverse Geronimus relations we get that $\alpha_{n} \in(K)$, (which is verified separately for even and odd indices).
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